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Appropriate Microcomputér Item Analysis

for Domain-Referenced Classroom Testing

Anthony J. Nitko and Tsé-chi Hsu
Sehiool of Education

University of Pittsburgh

This paper describes item analysis procedures appropriate for
domain-referenced classroom testing and how these procedures can be
implemented with a microcomputer program. First, it presents a con-
statistics can be considered: Second; we review approximately fifty
item statistics, using logical analysis and Monte Carlo sampling

studies to ultimately recommend several statistics to be incorporated
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Item Analysis Appropriate for Domain-Refererced
Classroom Testing¥
o vy
Anithony J. Nitko and Tse-chi Hsu

information useful for domain-referenced classroom testinz. The paper is
organized in the following way. First we present a conceptual framework
within which item statistics can be considered. Second, we review promising

statistics in light of this framework. Third, we examine the sampling

ones to use in an item analysis package programmed for an Apple II Plus
microcompiter.

The reader of this report should keep in mind several points. First,
the item analysis procedures and statistics recommended in this report are

time, and of the capacities of a particular microcomputer. Second, the
primary functions of an analysis of pupils’ responses to test items are to

assist a teacher in (a) making instructionally relevant decisions and (b)
improving the technical quality of the test items used. In this item analysis
process; the teacher is encouraged to use the computer as a tool and o

*We are deeply indebted to Dr. Huynh Huynh for his valuable assistance in
providing us with the Monte Carlo sampling data presented in the third
section and for his immense contribution in clarifying our thinking about

course; for all érrors and misconceptions that remain herein.




attempt is made to use item statistics to create a computer-assisted "teacher
proof" system of item analysis. Third, it is recognized that selecting
appropriate item statistics mzans not simply focusing on the quality and use-
fulness of the statistics qua statistics; but also means considering the
appropriateness of the statistics in terms of the understanding and intérpre-
tation that teachers are able to give them, Fourth, the appropriate number and
the presentation of statistics is important to their use by teachers. If .too
many statistical indices are provided simultaneously and in an "unfriendly"

format,; a teacher will be confused: Thus; although we recommend quite a few
statistical indices in this report; we do not recomuend that these statistics
be reported simultaneously in uninterpreted form. Designing an item analysis
fiictrocomputer program is in part a human engineering problem. Fifth, a micro-
computer program that computes the recommended statistics shouid present the
information to the teacher in a way that will facilitate interpreting the
teacher's particular classroom data. Sometimes this means simply displaying
the numierical value of a statistical index, At other times it will mean pro-
gramming decision rules into the computer that will recommend certain teacher
actiocnis or certain teacher options, Sixth,; it should be noted that all of the
statistical indices we recommend in the last section should be available to a
teacher upon request; even if they are not displayed initially: Thus ﬁfégféﬁﬁiﬁg
techniques should be used that will permit a teacher to dip deeper ‘nto the

data and to obtain the actual numerical values of the indices, if qesired.

Analysis and Item Statistics

There are important differences between using tests to measure pupils and
using tests to improve the pupils' instriction: Whereas measurement Seeks ot
to alter the characteristic being tested, instruction explicitly seeks to change

the pupil so that eventually every test item in the domain can be answered cor-



rectly (cf. Lord, 1970). In order for tests to be effective as classroom
instructional tools; however; it is necessary to integrate them into the
instructional decision-making process. This means that teachers have to
design tests for the decisions for which they will be using them. This

dssures that the test information has a reasonable chance of being useful:

The terii domain-referenced test is broadly defined to mean a test that
is buillt so that scores on it can be referenced to a well-defined class or
domain of behaviors i a way that permits an examinee's status on that domain
fo be estimaed. This is a broad definition of domain-referencing and there
is iittle difference between it and criterion-referencing as this latter term
has been recently explicated (Nitko, 1980). Both cotncepts essentially mean
the same thing, requiring a well-defined class of tasks or behaviors to which
test performance can be referenced: Most persons prefer the term criterion-
referencing (Popham; 1978; Hambleton, Swaminathan, Algina, & Coulson, 1978).

Classifications of domain-referericed tests such as that preserted by
Nitko (1980) are likely to be unfamiliar to teachers. However, teachers can
be encouraged to view their own tests in this broader context: Most teachers'
tests are of the unordered variety, being built on the basis of verbal state-
ments of stimuli and responses (i.e., behavioral objectives) and sometimes on
test statistics will depend on the type of domain-referenced test being built,

as well as on the type of decision for which the test information will be used-:



The workable level of specificity for domain definition is likely to be
the behavicral objective. Teachers can use behavioral objectives to orgarize
and ditect their instruction. Currently many training programs teach teachers
how to write objectives and use them for instructional design. Further, many
school districts define their curriculum using objectives: Thus; for most

behavioral objectives at this point in time.

The responses of students to the items on a classroom test provide a teacher
with information in three broad and interrelated areas: (1) improving and
gulding instruction, (2) editing ‘and improving individual test items, and (3)

purposet. Pupiis' responses to stimulus material a teacher presents for pur-

poses of evaluation provide clues concerning what pupils have learned, the
extent to which the material has been learned, and the nature of pupils' errors
and misunderstandings. Item analysis can provide a teacher with valuable
summary information about the class of pupiis; as well as identify pupiis who
respond in unusual ways to the stimulus material: Such instructionally rele-

vant information when brought to the attention of a teacher can provide the

Second, pupils' responses to test items provide valuable information about
how the individual test iEéEs are functioning; Test itums should be designed
to elicit certain important pupil responses that a teacher can use to decide
whether learning has occurred. Viewed in this way, a test item and its parts

have very specific functions. Data about the test item and its parts can be

analyzed and used to decide whether these functions are being fulfilled. As
an example, consider the alternatives of a multiple-choice item: Data can be




gathered to provide a teacher with information about such matters as whether
less knowledgeable students are attracted to incorrect responses and whether
two or more alternatives appear to be ambiguous to the more knowledgeable
pupils. Additional information about how an item has functioned and what
might be done to improve it can be provided, of course:

A third area in which item statistics can be heipful is in suggesting
ways for improving the entire collection or ensemble of test items that com-
prise a particular test. Each item contributes to the score on the total test
i well kinown ways. THus, the entitre test is dependent on the properties of

the individual items. What is considered to be the desirable properties of
decisions for which that test score will be used. A test may be used; for

example; to estimate a domain score without reference to the performance of

other pupils in the class. Or, the test score may form the basis to rank oT
order pupils for purposes of assigning letter grades or for forming subgroupings

of pupils for instructional purposes: Tests with such diverse purposes will

The tl.iee broad areas and the specific kinds of information needed under

each area are listed in Table 1. The specific information is discussed in

the sections which follow. As can be seen From a perusal of the table, the

each kind of specific Information is discussed separately; However, the

reader should keep in mind their interrelationships.



Insert Table 1 here

Ttem Analysis Information Useful for Guiding Instruction

tnless otherwise noted; the descriptions in this section refer to in--
formation that is provided for each test item, rather than for the total test
or for clusters of test items.

for ed: Each test item is intended to

that a teacher has taught. Often; such knowledge and/or application is pre-
requisite to the next unit or step in an instructional sequence. It is useful,
therefore; for a teacher to know the extent Lo which the class as a whole has
dcquired this krowiedge or skill since future instructional planning can be
informed by such information.

2. Discrepancy between a teacher's expectation of a class’ performance

and the actual performance of the class. An important kind of information for

behaving in expected ways. Teachers often do have informal; implicit expecta-
tions about the mumber or percent of students who would be expected to have
learned certain concepts at particular points in time. An item analysis
program can and should compare a teacher's expectations with actual student
performance and alert the teacher to confirmations or discrepancies. Know-
ledge and/or skill areas in which students perform significantly worse than

a teacher expects can serve as the basis for planning remedial iti'sttiict)iéti;
while areas in which students perform better than expected can reinforce a



Table I,

items -comprising a domain-referenced classroom test.

Areas in which information will be needed for each item:

instruction

1: Summary of the per-

2. Discrepancy betwaen
the performance a
teacher expected of
the class and the

of a student on an

item.

of the items on a

test.
5. Change in a class'
performance after

instruction;

[ V]
.

Summary of the
seriousness of pupils'
errors on an item.

7. Summary of the types
of errors pupils

committed on an item.

Rewriting individual

test items

1. Extent of item-
objective congrierce.
2. Extent of item-instruc-
tional everit congruence-
3. Vocabuiary level of
an item.
4. TItem difficilty level.
5. TItem discrimination
level.
6: Tdentification of
poor distractors.
7. 1dentification of
ambiguous alternatives.

8. TIdentification of

9, Identification of
patterns of guessing
ationg krowledgeable

students.

Y
AW

Selecting items to

1. Item discrimi-
nation tevei:

2. Ttem difficulty
level.

3. Relation of item
to test blueprint
and/or domain
specification:

4, Estimated total
test properties
based on items to
be included on the

test.






teacher's expectations for students in subsequent learning.

3. Unusual student performance in relation to a particular item.

AS students interact with test materials they can be expected to behave in
a rather cornsistent mander. Students with less knowledge and skill can be
expected to score pooriy on difficult test items, but to score better on
relatively easy items: Similarily; students with a good command of the sub-
ject can be expected to do well on both easy and relatively more difficult
items. When a student with good ability does poorly on a relatively easy
item, or when a student with poor command of knowledge or skill in an area
gets a ratrer difficult item correct, these situations should be brought to
the teacher's attention for explanation and consideration for possible action:
In like manner; test items themselves can exhibit unusual patterns.
Tdentifying these patterns could alert the teacher to items that for some

reason do not "Fit-in" with the majority of items. These items may be in

4. Hierarchicai ordering among the items in a particular test. It would

be useful for planning instruction and diagnosis if a teacher knew whether a

hierarchical structure existed among the items in a test. Depending on the
nature of the skills and concepts included on the test, the identification
remedial instruction by suggesting subconcept arrangements or suggesting

a possible order in which concepts could be taught.

5. Changes in a class' performance as a result of instructios.

Gccasionally, a teacher may use a pre-instructional test (pretest) and a

post-instriuctional test (posttest) containing identical (or equivalent)



of that change. An item that tests a particular concept or skill and for

that the instruction was ineffective or unnecessary, the item was poorly
written, or the students had responded indifferently. In any event, if
pretest and posttest data are available, an item analysis program should
analyze it and permit the teacher who so desires to consider its implications
for instruction.

6. Summary of serilousness of pupil errors on an item. Pupils who

answer an item completely incorrectly or receive less than full credit on

an item commit errors of various degrees of seriousness. It would be helpful

the seriousness of errors committed. This summary could héiﬁ; for example;
in setting instructional priorities. Such information could be obtained,
of each student.

7. Summary of types of pupil errors on an item: ReXated to Point 6

A teacher would need to classify the variocus types of errors that could be
committed by students (presumably known by a teacher from past experience)
and then in some way identify for each student the type(s) of error committed:

This may be a tedious and; therefore; Impractical task for a teacher unless
(a) the number of error types is small or (b) the options on a multiple-
choice test are specifically written to attract students who commit specific

error types. In the former case, it is conceivable that 3 or 4 coarse types

14
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Sf etrors which could be found on any item on the Eest could be identified.
For example, in social studies; errors could be classified as (a) incorrect
reasoning; (b) incorrect knowledge of a concept or principle; (c) lack of

response is graded in the normal fashion and, in addition, items with less
than perfect responses are coded according to one or more of these error
categories. (If the above illustrated error categories were arranged in
order of seriousness, then both information Points 6 and 7 could be handled
simultaneously.) In the case of multiple-choice items, a similar categori-
sation could result; except that more error types could be identified because
the microcomputer could automatically classify pupils' responses into various

error types.

Item Analysd

Certain kinds of information can be obtained from pupil respomses to
cilcgsroom test items that will éﬁggégt possible fiaws in the items, Items
exhibiting patterns of pupil responses suggestive of flaws could be flagged
and brought to the teacher's attention: Some types of information useful

for revising items may come from a closer examination of the items by the

teacher, rather than analysis of pupil responses per se. Both types of

{fiformation are described below.

i. Extent of item—objective comgruence: A&n essential part of any review
of siassroom test items is the extent to which each item corresponds to the
jnstructional objective it is intended to measure. This information can be
obtained either from the judgment of an individual teacher or from the

sooled judgments of a group of teachers. The former is likely to be the




typical source of information, while the latter is likely to be obtained
when committees of teachers form common tests or when a school district

uses an objective-based mastery learning system. In the latter situationm,

(or provided as part of an instructional materials package) that they

Cbréespbnd to written statements of objectives but not to the precise manner
in which students were taught to respond in the ¢lassroom. For example,

a publisher—provided test item in history may emphasize a different inter-
pretation than occurred in the classtoofi or & sciencg item msy illustrate a
principle with a different experiement than a teacher used: In such cases;
teacher revisions can ""fine-tune" an item to make it a more valid measure

of a pupil's learming:

3; Vocabulary appropriate to the level of the students. Items written

interfere with pupils' ability to express the knowledge they have acquired.
For example, in a language development curriculum in a junior high school,
students may learn the definitions of mew vocabulary words through class
discussion and writing sentences using their current vocabulary zmnd language
level. A teacher, however, may elect to use items on a mastery test that
were provided by a textbook publisher. Such items may be multiple-choice
and, conceivably, their alternatives could contain vocabulary words that are

beyond the language development level of the students being tested. Thus,

16



althoygh students may have learned the specific words they were taught
they could not demonstrate this knowledge to the teacher:
The information about the vocabulary level of the wording in an item

an item against a specific vocabulary list.

4. Difficulty level of the item for students. An item that too few

studernits answer corréctly may be flawed in some way and hence should be
revised. But difficﬁity level alone is not a sole criterion for revision,
gince a test item may be well-written but the students may not have learned
the requisite matertal: Similariy; items that are too easy may reflect good
ﬁaﬁii learning or an item that is too obviously correct to pupils. In either
case-—flawed items or reflection of the learning status of students-—the

difficulty level of the item contains important information:

m. Items for which the lower scoring

5.

pupils on a test do better than the high éééfiﬁé pupils need to be examined
for possibie flaws; since these items function in a manner that is in opposi-
tion to the bulk of the items in the test. Similarly; items which do not
distinguish the more able from the less able should be examined in at least

'

a cursory manner to assiure that they are properly written. As with all the
infqrmatidn in this section, the purpose is to identify items that may be in
need of revisicnm; rather than to collect information for purposes of culling
and selecting items.

The followlng information ean be collected only for true-false, matching,
and miultiple-choice items:

ultiple-

6. JIdentification of ﬁééf'&iéEfééEéfs; The distractors of a

choice item function as plausible choices for the students who have not

acquired the knowledge required to answer the itefi correctly. Empirical data

17



from pupils can identify items that are mot functioming in this way.

7. Identifi biguous aiternatives. In this contéxt, two

altetiiatives are ambiguous if students who know the material an item is
supposed to test; tend to have difficulty deciding which of the two alternatives
is the correct answer.

8. TIdentification of miskeyed items. Occasionally a teacher inadvertantly

miskeys a multiplé-choice item. Data from pupil responses are examined in
relation to the teacher-keyed answer: If the more knowledgeable students
chicose an incorrsct alternmative in large numbers; the items may have been

9. Identification of items ssing may be occurring

among the more knowledgeable students. The more knowledgeable students are

expected to have acquired the information or skill on which an item 15 based.
Studying the response patterms of this ‘group of students may reveal that they
are not responding in the expected manner. If so, such items should be flagged
and reviewed by the teacher.

The properties of the total test are a function of the properties of the
itemis comprising the test. Therefore, it is important that a teacher attend

to certain item properties when assembling a test, The properties of the

teacher will use the scores.
In general, classroom tests tend to be used for decisions that require
onie of the following: (a) complete ordering cf students, (b) partial ordering

of students, and (c) ascertaining the domain status of students, Ranking

*We have limited this technical report to a discussion of the item statistics
ofily although we tecoghnized that a@ completé item analysis computer pa :kage
should cotipuite total test score statistics (e.g., meain, standard deviation,
median, and various reliability indices), compute percetitile rainks (perhaps
standard scores), and tabulate a frequency distributiom.

18



1Nt two groups—-for example; better readers and less able readers--with
the intention of treating individuals within each group in approximately
the same way. (All students iai the better readers group, for example; may
be permitted to proceed with new material, while students in the lower group
are given the same remedial instruction;)

A teacher seeks an estimate of a pupil's domain status when a decision

other pupils, Estimatés of domain status are usually expressed in terms o
a percent or fraction of the domain a student knows. Estimates of domain
ment rather than relative achievement: 4 decision about an individual
student's mastery of an instructional objective, for example, is often based
on arn astimate of that student's domain status: A student is declared to have
achieved sufficient mastery if the student scores high enough on a test
measuring that objective,

Keeping in mind the distinctions between absolute and relative achieve-
ment; and between partial and complete ordering of students; the following
types of information about individual test items seem important for class—
rooti test developdierit, The reader should note that, as with other types of

fromd |
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1, The extent to which test items discriminate among students.

dchievement, the items on the test should contribute information to the
total test score in the same algebraic direction. That is, as a group,

the higher scoring pupils on thes test should have a rather high probability
of answering correctly each test item:. (This is not to say that each pupil
in the higher scoring group will definitely answer correctly every test
item; only that there is a propensity to do so.) When a larger proportion
of higher scoring students than lower scoring students answer an item

confused: These negatively discriminating items tell a teacher that the more
a student knew (as reflected by the test score) the less are the chances of
answering the items correctly. Negatively diScriminatitg items should be
examined by a teacher and either revised or not put on the same test with
the positively discriminating items.

A decision about which of the positively discriminating items to place on
a test depends on (a) the type of achievement being measured (absolite ot
reiative); (b) the nature of the test speécifications, (c) the type of decision

ievels, and (e) the type of statistical index used to summarize discrimi-
nation. These factors are considered in subsequent sections.

2. Difficulty of s: As we have described pre-

viously, item difficulty plays a role in both improving the effectiveness
of instruction and in revising a test item. Item difficulty also plays a

fole in assembling a test since the difficulty levels of the individual



items comprising a test set the difficulty level of the total test. Item
difficulty level also sets limits on item discrimination and on the total
test relfability. When a test score will be used for partial or complete
ordering; item difficulty plays a role in helping to establish the ability

3. Relation of an item io the test blueprint and/or the domain: This

information is a judgment of the item~domain congruence and/or an indication

of where an item fits in the test blueprint (plan). The item~domain con-
gruence judgments have been described earlier in this report. The second
type of information is important to the assembly of a classroom test in tHat

it assures the items on the test have sufficient content scope and behavioral
breadth for the total test to be content valid.

4. Projection of statistical properties of the total test from the

items. If a teacher 1§ assembling a test by

propert

selecting items from a pool of previously used items that have known sta—
tistical properties; it would be helpful for the teacher to know what to

expect in the way the total test will perform: At the minimum, it would be
helpful to obtain an estimate of the mean of the test. Other information

may be anestimates of the test reliabilityand standard deviation. This

total test information can be estimated from the statistics available on each
item: If the items to be used come from an item bank that has been calibrated
using a latent trait model; then other total test properties cam be described
such as the part of the ability continuum on which the assembled test pro-

vides the most information.
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Review of Statistical Indices Having Potential

for Providing the Information Neede

for Domain-Reférenced Classroom Tests

Having set out in the previois section the information requirements of

domain~referenced classrcom item analysis; we turn our attention to specific
statistical indices which could provide these kinds of . fcvmation. 1In

this section; we will return to each area previously described, but limit
the discussion primarily to various statistical indices,

Improving and Guiding Instruction

In this section we review a number of item statistics that have potential
for providing the classroom teacher with the specific kinds of iﬁfafﬁétibﬁ
listed in Table 1 for improving and guiding instruction. By and large; the
statistics we review here are considered withoit regard to their sampling
errors. Sampling errors are important to consider in selecting statistics
when inferences are made about estimating ;6§ﬁi5£16§ parameters or when one
i8 important such as in an experiment or survey, The numerical values of the
ifidices discussed in this section, when used by the teacher, will be based on
a specific set of students and, therefore, when éécémputéd on data from a new

teacher is interested primarily in working with the group of students at hand

at any particular time. Thus, sampling fluctuations are less of concern when
the statistical information 1§ to be used to change the students in the sample
in some way, (Sampling fluctuations are more of a concern, however, when
using item statistics to revise or select items for a test:)

indfces having some potential for providing item data that will serve the

various information needs of teachers and which may possibly be computed on a

2<
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microcomputer. Below we will describe each of these statistics in more
detail, pointing to thé advantages and disadvanatages of providing them as
part of a microcomputer item analysis program For classroom teachers.

Insert Table 2 here

of the class' performance on a test item: Table 2

lists six statistical indices which are defined as Follows:

Py T TR » Y. . =0,1 t1]

all
Yy
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Tat.e 2. Statistical item data potentially useful for helping a teacher

improve and guide instructica.

Type of information a teachcr Possibie statistical indices

could use

1. Summary of the performance Py The fra:tion or percent of
of the class on each item. the eiitire class passing a
dichotomously scored item.

The mean item score of the

=]

entire class for an item
that is scored in a graded
or continuous way.

P. The mean item score, ?&;
expressed as a percent of
the maximum possibis item

v, A meastre of the variability
of the item scores of the
entire class for anm item
scored 1a a graded or
continuous way.

P (% 51 A function *tat displays

average item score for each

P(O)i The item characteristic curve

for a dichotomously scored item.
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2. Discrepancy between the Dl = p, - Ep,
performance a teachor

expected of the class

formance of the class

.

”
g

D2

e

The difference between the
percent of the entire class
actually passing a dichotom-
ously scored item and the
percent of the class the
teacher expected to pass the
item.

The difference the actual mean
iteti score of the entire class
and the mean item score the

Similar to the above difference

except Pi is the mean item
score expressed as a percent
of the maximum possible item
score.

The difference between the
percent bé the entire class
actiually passing a dichotomois
item and the estimated percent
passing the same item in a
suitable norm group (e.g:,

or percent passing in the state).

0o
rn
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Table 2, (cont,)

Difference between the

D5i = P(xj)i - EP(Xj)i

D6, = a_ /M,
=AM

actual average item score
and expected average item
score for each of j 1evels
Ratio of actual discrepancy
to maximum discrepancy
between students' choices
among options of a multiple~

choice item (Huynh; 1983).

3. Unusual pattern of C--

for a student

a‘perbis

N
l»

Modified caution index of
Harnisch and Lion (1981).

Personal biserial corre-

1968), The biserial
correlation between a per-
son's item responses and
the difficulties of the
corresponding items,
assutiing a normal distri-

bution underlying tha item

responses;
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Table 2. (cont.)

T Personal point-biserial
cited in Harnisch & bEinn, 1981).
The product moment correlation
between the item scores for
a person and the corres—
ponding item diffinulties.
Néié Norm conformity index
(Tatsuoka & Tatsuoka, 1982);
i measure of the degree of
consistency between an
individual's response
pattern and the ordering
of the items in a morm
group:
v Person fit statistic for
Rasch model (Wright and

Stone, 1979):

4; Hierarchical ordering IRSA matrix Item relation structure
of the items on a test. analysis matrix (Tatsuoka
& Tatsuoka, 1981) is used

as a basis for ordering
the test items in a hier-

archical directed graph:




Table 2. (cont.)

5.

hange in a class'
performance after

instruction.

i postpre
iPpost ~ 1Ppre

Difference between the per-
cent of pupils answering the
item correctly before and
after instruction (Cox &
Vargas; 1966).

Percerit of studerits who
answered the item incorrectly
on pretest but correctly om

Summary of the
seriousness of pupils'

errors on an item

P(r,y)

a3
.
e

Proportion of students
committing each seriousness

level of error, rji:

ticular item.

~ |
.

Summary of the types
of errors committed

on an item.

Proportion of students

committing each type of error;

tji'

0
7
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e + 1 (6]
) Da, (0 = b.)
l1+e 1 i
Aénai(e - b)) I B
7 Da,; e bi) R 0; 1 (71
i+2
S e -ry) (8]
gt Q-eyp ~ Da, (0 - b
l +e

Where in the above formulas:

N =

¥ =
‘ai

[y
0

number of students taking the test

the score of the ath student on the ith item on the

test

the lowest possible score a teacher could assign on the
ith item

the highest possibie score a teacher could assign on the
1th item

the mean score of the jth subgroup of the class of students
on the ith item (e.g., the lower third)

the percent of the jth subgroup of the ciass of students

answering the ith item correctly

o
o
[

the parameters and constants of the family of latent trait

models based on a logistic ogive (see, e.g., Lord, 1980)
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We note immediately that if Y, is 4 score on an item graded zero or

When items are scored in a more continuous fashion,

1 j.s not used and Yi # Pi'
An advantage of using statistics [1], [2]; or [3] is that they provide
a single summary number that can capture the performance of a class of

students on a particular test item; A disadvantage; of course; is that these
statistics do not provide a summary of how different types or groups of
students performed: for example, how the lower third of the class performed
compared to how the upper third performed. Thus, some information that is
possible to obtain from the item is lost:

An advantage of [3] is that it expresses the average performance of the
class om a scaie whose range is 0,00 to 1,00. This index, which is described
in Whitney and Sabers (1970), is interpreted as the percent of the distance
from the lowest to the highest possible score that the class' average item

éi niear 0:00 mean that generally students did poorly on the item. This
interpretation is consistent with the interpretation given to p; when p; 1s
used with dichotomously scored items. A disadvantage of [3] is that a teacher
may lose a sense of the absoliite level of the scoies: For example, a

P, = .80 may mean ?; = 4,2; 4:0, 3.4, or 3.2 depending on whether (ﬁi, 1i5 =

(5, 1); (5; 0); (4; 1) or (4; 0); respectively: This confusion can be lessened,
perhaps, by making sure that Y, is available to the teacher upon request.

The relationship between P, and Y, is as follows:

- mi) + my [3a]
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The indices Vg, ?(xjji; and P(é)i all describé in one way or another
how the members of a group differ from each other. The item variarce, Vi
individuals. It has serious interpretive protlems; however, from the
of the concept of a variance~-a concept most teachers do not have: Second,
V. is not expressed on the same scale as the item score, so the suare root

of V. would need to be taken: Third, one usually cannot compare the variance
of scaling differences.

mation about how students perform on an item; but do 86 in noncomparable
ways. The latent trait models represented by §ié§i describe the probability
of each student answering the ith item correctly and thus these models pro=
vide a profile of the item performance over the full range of ability. But
these latent trait item characteristic functions have serdous drawbacks wien
used to describe the performance of a particular group of students; First,

they express performance as a function of an arbitrary ability score; ©; a
concept with which teachers are unfamiliar, Second, they cannot, and probably

item bank (or other source) which are already calibrated using one of the
latent trait models, the display of an item characteristic curve can be easily
misinterpreted. The ability distribution (on the O-scale) of the particular
students in the class is unknown and, hence, the teacher has no way of knowing

to which parts of the ability scale to refer in order to interpret the item.
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The function iékjji may serve a purpose in helping the teacher under-
stand how different levels of students performed on the test. Function
[5a, b] expresses the average item performance in terms of the total test _
score: (Sometimes this is called the item-test regression curve (e:g:; Lord;
1980):) However; a teacher could use a scale other than the total test score
in this functdon: It might be reasonable, for example, to use pupils’ grades
(A, B, C; etc.) in the subject from the previous marking period.

Since experience indicates that the function |5a, b] will not be regular
for small samples when they are based on each possible value of the total

subgroups. Upper half versus lower half is likely to be a too coarse and an
uninformative interval width, We recommend dividing the class of students into
quartiles as the dividing points) of the class, if the number of students is
between 25 and 40: Larger classes could be sectioned into fifths (using

quintiles).

and modified as a result of some empirical (Monte Carlo) studies reported

later in this report.

Insert Table 3 here

¥
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performance of the class on each item.

Recommended item statistics for helping a teacher improve and guide instruction:

Summarizing the

Basic: Should be included in every item

ve of item

oring: |

Routinely present to
or interpret for a

teacher on every test

item.

Make available to
teachers upon their
request only.

Recommended: Use-

ful to Include if

{a) research shows
and (b) micro~ _
computer has suf-~_
ficient memory and
gpeed.

Not recommended forj

item analysis pro-

grams serving the
above mentioned
purposes.

chotoiious

g~ 0D

ided ot

S ¥ay 2 1Y)

il

1 See the text for definitions, formulas, and explanations.

33

34



29
Noe: 1y should mention here that we are not recommending that Bi’

the difficulty parameter of a latent trait model, be reported for purposes
of improving and guiding instruction. The considerations which led us mot
to recommend ?(é)i have led us not to recommend reporting Bi for purposes of
guiding and improving instruction:

the actual performance of the &lass. The statistics listed in Table 2 are

defined as follows:

Dl; = py - Epy, ¥y =0, 1 191
D3, =P, - EP;; m <Y, <1, [11]
. '1777 N 12
Dby =p; -5 ¥, =0, 1 [12]
5531 P(xfi)i - EP(xj)i [13]
D6, = A /M, ;Y =01 [14]

(5 145 By and Péxj*i have been defined

previously in Formulas [1]-[5a; bj. We note the following clarifying’

In the above formulas ﬁi; Y 5 Y5 m

definitions:
E = expectation or "expected value of", but this
is not necessarily a mathematical expection
(see below):
¢, = an estimate of the proportion passing Item i
in a norm group (e.g., a school district or
children at the same grade level in the

state's norms)
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A =3 | &, - s, o
P S TR T 1
1=1 [14a)

= actual discrepancy

[y

the number of options in ith multiple-choice

F
1l

item

t;; = the number of students the teacher expects to
choose Option I of Item 1

s;; = the actual number of students who chose Option
1 of Ttem 1

min (éii)

7]
=]
1]

h
Mi = Ni - sﬁi + zsii, [T4b]

1#h
= maximum possible discrepancy

All of indices [9] through [14] require a method for a teacher‘tc use to
specify how the students in the class are expected to respond to a particular
test item, There are two general ways for a teacher to arrive at this expected
performance for the class at hand: (a) use subjective judgment based on past
experience with these students, and (b) use empirical information and a statist-
ical estimate. Although not dismissing statistical estimates as inappropriate
for the purposes at hand, we are inclténed to favor the judgmental approach for
most instructional purposes, especilally for Eﬁi; ﬁ?i; and E?i in Equations
tgi; élCi; and tllj; We would like teachers to become directly involved in
"messing around” with data from their students, We feel it serves important
instructional purposes for a teacher to compare his or her expectations of
pupils on particular test items measuring instructional objectives the teacher
operationalizes via test items, If a disparity exists between a teacher's

expectations and the ﬁﬁﬁilé; performance; we believe this will be a powerful
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motivator for the teacher to explore further for an explanation.,

We could; of course; use various statistical procedures (regression,
Bayesian analysis, etc.) to estimate how a teacher's class will perform. Such
city. Further, these estimates would be created by a microcomputer program in
a "black box" atmosphere about which a teacher is iikely to understand very
litte. It may weil be that statistical estimates are more efficient, suffi-
cient; and consistent; but their impact on a teacher's behavior is likely
to be less in such black box situations than if the teacher was more personally
involved.

Equations [9], [10], and [11] correspond to Equatioms (1], [2]; and [3];
@i; §;; and Pi5 and have indicated our recummendations with respect to each
(see Table 3): To use [9]=[11] in an item analysis program, a teacher would
be asked to specify at the time the test is assembled (before it is admin-
istered) the anticipated class performance on each item:*

To be consistent with our previous recommendations, we would recommend
using [9] and |11] whepever [1] and [3] are used. We anticipate, however,
step process: first estimate ?& and then estimate the percent of (ii - mi)

which ?; tepresents. To avoid this complication; we suggest that in an inter-
active microcomputer progtam, the teacher be asked to specify m ; 1., and E?i;

*If experience indicates that this is too tedious to do for each item,

various alternatives could be used: For example, the teacher could be asked

to specify a single value Ep., EY., or EP. that would represent the items

and the deviation of each item from this single value could be computed.
Another alternative i1s to write the program so that EPi; EYi; or EPi can be
specified for only a few (say the most important) items, rathet than all of

the items:
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then the computer can compute EP; via:
N . o
EP. = - [11la]
i i:i - mi

It sometimes occurs tint a teacher will use test items that have to

be administered to a broader group of studeiits of which the students in the

teacher's class are a subgroup: For example; a school district may have

developed a series of mastery tests and have item analysis data available;

a state may use a state-wide assessment program for which test items and

lata zre releused to the teacher; or a teacher may be using an item bank

that contains items calibrated by one of the laternt trait models. 1In cases

such as these; it would be instructive to the teacher to compare the per-

formance of the students in the teacher's class to the performance of similar
students in the broader group. Equation [12] specifies this comparison for
items score dichotomously.

It 1s unlikely that a teacher would have access to items scored in a
more continuous way since most large scale testing programs use multiple-
choice items. An exception to this practice is the situation in which writing
saiples are taken and graded, a more frequent practice among school districts
in recent years. (It might be noted that in many countries outside of the
United States, essay tests are imore frequently used than multiple-choice tests:)
Although we do mot treat the case of nondichotomously scored items here, we

. note that [12] could be adapted éééii§ to accomodate essay tests,

would normally corntain the proportion of students in the broader group passing
each test item; These can be entered into the microcomputer. If the items

a teacher uses measure a unidimensional latent tra’t and have been calibrated

38

obtain 31' This is explained beiow:
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A teacher's class will vary from year to year in average ability
(as expressed on the latent trait scale ©). If a teacher compares Py for
his or her class with the corresponding index for the broader group (district,

appropriate reference group would be 'students with the same ability as those

in this class" rather than "students in general". In effect; the teacher
would like to hold ability constant and compare this class to those of similar
ability. THis can be done via the test characteristic curve and item charac-—

teristic curve of latent trait theory in a way that keeps the resiltant infor=
mation in a metric the teacher can understand. The procedure is as follows:

(1) Determe thz2 test characteristic curve for the test.

(2) Compute the mean rawscore; X, ; on the test for the teacher's
class; k.

(3) Use this raw score miean and the test characteristic curve to
estimate the mean ability level, kﬁé; of the students in this
teacher's class:

(45 Use the estimated mean ability level of the class with the item
characteristic curve, P(0);, to estimate the quantity kii for
this class. This is the proportion correct for item i in the
norm group for those with ability equal to Eé.

Insert Figure 1 here

Equation [13] describes the discrepancy betweenl the expected performance

of different levels of students with their actual perfcrmance on the ith item.




A, Test characteristic curve B. Item characteristic curve

Figure 1. Illustration of the procedutre used to estimate the proportion of
the norm group (with the same ability as the teachet's class) answering

correctly the ith item,
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This equation corresponds to [5a; b]. As was indicated when P(ij§i was
discussed, it seems appropriate to divide the class into thirds or Ffourths
(thus § = 1; 2, 3 or j =1, 2, 3, 4) unless the group 1s very large (> 50).
To use [13] a teacher would be required to specify the expected average item
score (edther p,; or ?‘3 ;) for each of the j levels of students: If precal-
ibrated latent trait items are used; then ?(ij'i could be obtained for a
particular norm group using the test characteristic and item characteristic
curves in a manner similar to that described for Equation [12] and shown in
Figure 1, Figure 2 illustrates this procedure for [13] when the class is

divided into thirds;

Insert Figure 2 here

for multiple-choice items is defined by Equation [14]. This index is a ratio
of the actual discrepancy between students' performance and a teacher's
expectations to the maximum possible discrepancy for a particular set of

teacher's expectations:. This index requires the teacher to specify for each
option 1; of multiple-choice Item 1, tﬁé ﬁﬁﬁBéf of students expected to
choose that option., The statistic represented by [14] close to 0,00 represent
agreement between the pattern of student responses to a multiple=choice item
and the teacher's expectations; values close to 1,00 represent disagreement,

An advantage of [14] 1s that it permits teachers to specify a pattern of
responses to multiple-choice items: Thus; teacher's would have to congider the
nature of each option in relation to the students at hand. If the options
were based on specific %inds of errors or misconceptions, the teacher would
fieed to consider the number of students in the class likely to make each error

type. While such fine-grained considerations as the expected number of stu-

dents who would commit each type of error would seem to be a powerful means

7o
pea
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A. Test characteristic curve B. Item characteristic curve

Figure 2. TIllustration of the procedure used to estimate the expected
proportion of the norm group (at each level of ability as the teacher's

class) answering correctly the ith itenm.
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of improving a teacher's awareness of student performance and be helpful

in guiding instruction, we list several disadvantages: (1) many teachers

ay not be based on particiular error types, (3) teacher's may not have the
patience to carefully consider for each item the number of students likely

to choose each option, and (4) teachers may question the usefulness of such
detailed specififcations for every item: These practical; human engineering
considerations lead us not to recommend the computation of [14] for purposes
of item analysis programs designed to improve and guide instruction. However,
[14] does seem to be a useful index for measuring the extent to which puopil
responses deviate from & particular pattern. For example, an adaptation of
[14] may be useful for detecting guessing patterns. (See a subsequent section
of this report:)

Summary: Table 4 summarizes our recommendations based on the rational
considerations described abové. These recommendations are further reviewed
and siodified as a result of the Monte Carlo studies reported later in the

report.

Irisert Table 4 here

3. Unusual performance of a student on & test. The statistics listed in

Table 2 are defined as follows:

n,,

a... .

727 (1 =Y;) n. -72 (Yé;n.i)
o im1 i=n, +1 3 =0 1 R
C,a - &i =0, 1 [15]

Pa. I
Z n.i - z n.i

i=1 i=mI+l-n_
ae



ble 4. Recomended item statistics for helping a teacher improve and guide instruction: Identifying

discrepancies between the performance a teacher expected and the actual performance of the class.

Basic: Should be included in pvery item Recommended: Use- | Not recommended for
analycis program, if at all possible. ful to include if item analysis pro-
- (a) research shows | grams serving the
R o teachers can use above fentioned
Routinely present to [Make available to and (b) micro- purposes.
or iﬁtéfﬁtéﬁwféy a  |teachers upon their computer has éﬁf:ﬁ
e of item ;:ggher on every test [request only. gﬁg}snt memory and
ring: me I Speed. o .
hotomous | D1y = p; - Ep; Déy = p, - ¢ D6, = &, /M,
T 0 s - pal)s = EPGL).
?éd,,???,,, Doi = Pi - EPft DZi = Yi - EYi'
ntinuous _ o -
< v - <33 D3 = P(xg); = EP(x;);
<Y . <i: i t i
MRSHIRS 1 i i |

i See the text for definitions, formulas; and explanations:
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a perbis S A- * ué , Yéi =0, 1 116]
a R
% — -
€Y. ~Y_JCp; ~ P S o
r . o= i=1 at &t » ¥, =051 £174
a perptb is . éSY S{)
Néfa = 2sa/s -1 , ?ai =0, 1 : (18]
-1 (Y., - P(éf)*)é
v.= %7 al a1 l,v.=o0,1 119}
a e P{0-)- (1-P(0--)3) > Tai ’
1=1 S vTa't a’t

Where in the above formulas:
{=1, 2; ...; I items

1, 2, +:+:3 N examinees

1Y
]

n. = ié = total score (total correct) for examinee a

total number of students answering Item 1 correctly

=}
[ ]

0, 1 = the item score for examinee a on Item i

‘.4\
L X

A, = 42i + 13 = normalized difficulty index
z, = inverse normal transformation of pi;(pi = proportion

of the class answering Item i correctly)

o'y
B
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Y. -
1 ia

n-
a,

Ay

Hir~114

mean A for the items Student a marked correctly

standard deviation of the A,

(8; = K

[ Tl

!

[\

if the student attempted ail items
I

number of items Student a reached

I, if the student attempted all items

ordinate of the mormal curve which divides the area

under the curve into proportions (ﬁa]ﬁaﬁ) and

[1r- €na;/naﬁ)]

p S

a

mean item score for Person a

Y

/N

12

ai

[ M TN

Y pilI
=1 1

mean item difficulty
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. Iy
_ i _é i (Yé.i - Yéo)
a’y = -
I

= gtandard deviation of Person a's item score

i B -
=2
) 1 (p; - P
s = 4=1
P 1

=~ standard deviation of the item difficulties

sum of the above~diagonal elements in a dominance

w
|
L

matrix For Examinee a when items have been ordered
on the basis of p-values from easiest to highest
(see Tatsuoka & Tatsuoka,; 1982)
S = sum of all the matrix elements in the above mentioned

dominance matrix (Tatsuoka & Tatsuoka, 1982)

P(O); probability of Person a correctly aﬁs§ering Item i as
this is predicted from the Rasch model

First, we note that Equations {15]-{19] all apply to dichotomously scored
items. Thus, to the extent that classroom tests are not dichotomously scored,
these indices will be inappropriate to include im an item analysis program.

Equations [15] and [18], the modiffed caution index (Harnisch & Linn,
1981) and the norm conformity index (Tatsuoka & Tatsuoka, 1982), respectively,
are based on the pattern of an examinee's responses to itemis when the items
have been arranged in order of difficulty from lowest to highest: If examinees
respond io the items in a manner consistent with their total test scores; the

zero/one elements of an examinee-by-item matrix should appear wmuch as a
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Guttman (1950) scalogram, That 1§, when examinees are arranged in order of
total test score and items are arranged in order of difficulty, examinees
with high test scores should exhibit an uubroken string of ls, while examinees
with very low scores should have a long unbroken string of Os. High scoring

examinees who break this pattern by responding incorrectly to very easy items

identified by a statistical index can be brought to the attention of a teacher
who can seek an explanation.

and Rudner (1983) found they correlated quite highly with each other When

they were computed on the same data:; The modified caution index; however;
correlated less with the total score than did the norm conformity inmdex
(larnisch & Linn, 1981), When the purpose of using an index 15 to identify
persons with unusual response patterns, it is undesirable for that index to

be confounded (and hence correlated) with the total test score, Using the
index, [15], would be preferred over the norm conformity index for our
purposes,

Equations [16] and [17] are correlational indices: the personal biserial
cupirical studies by Harnisch and Tinn (1981) and Rudmer (1983) demonstrate
that theSe indices are highly correlated with each other when computed on
the same data, Harnisch and Linn also found that both indines were correlated
with the total score to an unacceptable degree and that sometimes the parsonal

point biserial had a nonlinear relationship to the total score.
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Using simulated data, Rudner found that [16] and [17] identified
aberrant score patterns of examinees more frequently than [15] and [18] when
a 45 item "classioom test" was simutated; [15] and |18] seemed to identify
80-item, "commercial test" was simulated. Thus, although all four of the
indices are intercorrelated they do not identify unusual score patterns with
equal effectiveness. In an unpublished study Meyers (reported in Donlon and
Fischer, 1968) found that if test items are generally difficult for a group
of students, those students who had a better command of the subject (as a
result of having taken a course in the subject) tended to have somewhat lower
personal biserials.

Finally, Donlon and Fischer point out that the item difficulties (ETS
As) used in [16] should be derived from a sample independent of the one of
which the examinee whose personal biserial correlation is being computed,
otherwise the personal biserials will tend to be highetr because the person
is part of the sample.

Classtoom tests are typically short: shorter than the 45 item test
" Rudnietr studied. VFiurther, @ teacher may not have available item difficulties
from previous administrations of the items; Finally, the typical class size,
25-35, is a rather small sample and would surely accentuate chance depen-
dencies in the data. These considerations, alcag with the finding of re-
saarchers such as Harnisch, Linn, and Rudnmer, lead us to conclude that [16]
and [17] should not be used in a classroom item analysis program

model: It would be used only when the teacher had access to items previously

calibrated by this model. This statistic compares a person's actual responses
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to the items; Y_;; with the person's average (expected) response; P(0)),;

when the person's ability score, O_, is known, This squared deviation
standardized by dividing by the variance of the expected responseés for that ability
level; summed over all items, and averaged, Rudner (1983) indicates that

[19] is more influenced by student responses to very easy and very difficult

items, His empirical inyestigation indicated that [19] was not a very

accurate identifier of aberrant response patterns for a simuiated classroom

test of 45 items, but that {19] did function well with an 80-item simulated

commercial test, Given these findings we believe that insufficient evidence
classroom tests of the type typically encountered in schools. Therefore, we
do not recommend including it im a typical item analysis package;

Summary, Table 5 summarizes our recommendations for this section, These

recotiiendations are furthei reviewed and modified as a result of empirical

studies reported in a later section,

Insert Table 5 here

ey ey

4. Hierarchical ordering of the items on a test; A number of techniques

exists for constructing hierarchical orderings among items (e.g,, Airasian

& Bart, 1973; Bart & Krus, 1973; Wise, 1981; Takeya, 198l), TatSuoka and
Tatsuoka (1981) reviewed these techniques and found Takeya's to be most
appealing because it is ",,., mathematically elegant, and it has algebraic
relations with Léé?iﬁééfiB homogeniety i19a8j index;, Mokken's J1971) Index i;;;
caiition index (Sato, 1975), and Cliff's [1977] index C_," (3. 1),

order structure by determining the expected proportions of dominance rela-

tionships between two items, This procedure is called item relations

o1




Table 5. Recommended item statistics for helping a teacher improve and guide instruction: Identifying
anusual performence cf a student on a test.:

Basic: Shoild be fncluded in every item Recommended: Use- | Not recniierided for
analysis program, if at all possible. ful to include if iten analysis pro-

— (a) research shows | grams serving the

I N teachers can use above mentloned
Routinely present to (Make available to and (b) micro- purposes.

or interpret for a  [teachers upon thelr computer has suf-
vpe of item teacher on every test [request only. ficient memory and
?zgfiﬁg; item. - ' spead.

' a"perbis
ichotonous Ca - e
o : a"perptbis
Y. 0,1) NeT

v-
— = 3 —

raded o
cont inous
UIER TR

te: Sez the text for definitions, Formulas; and explanations.
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structure analysis (IRSA): 'The advantage of using IRSA is (according to
Takeya) that it enables us to see a cognitive aspect of a student's per-
formance on the items to a certaim extent. Since it genmerates a digraph
representing the hierarchical structure of the items, it will--at the very

problems that require a hierarchically specified set of skills for solving

them" (Tatsioka & Tatsuoka, 1981, pp. 1-2). Tatsuoka and Tatsuoka used the

among a set of 24 items measuring knowledge of addition and Subtractioa of
fractions.

Although the results reported by Tatsuoka and Tatsuoka ate encouraging,
more experience is needed with microcomputer computation in order to decide
on the practicallity of the IRSA approach: Specifically; computer memory
requirements and speed of computation need to be determined. Therefore; we
recommend the technique be used only if the particular microcomputer to be
used is capable of handling the needed computations.

We note that an IRSA matrix for a particular set of items is subject to
ment of items should apply to a defined population of students rather than
only to the particular students at hand: Thus, there should be some samiple
to sampie stability of the IRSA matrix. We krow very little about the in=
fluence of gtuAéﬁt sampling on the fluctuations of the IRSA matrix. The
nature of the stability of the IRSA matrix should be a topic for further
study. '

Summary. Our recommendation is summarized in Table 6. We will not pro-

vide in this report empirical data to further c¢larify our recommendation.






47

Insert Table 6 here

posttest difference (Cox & Vargas; 1966); (b) uninstructed-instructed group

net gain (Kosecoff & Klein, 1974); {c) maximum possitle (Brennan, 1974),
(e) B index (Hsu, 1971; Brenmnan, 1972), and (f) internal sensitivity (Kosecoff

& Kleid, 1974). There ate cotrrelational approaches as well: (a) item-

& Bishop, 1966). Most of these indices have been suggested as types of
discrimination indices for selecting items for criterion-referenced tasts in

a manner similar to discrimination indices previously discussed in the
literatiure in connection with norm-referenced .tests. An excellent summary and
review of these indices has been provided by Berk (1980).

Our purpose in this section is to consider item indices that provide a
teacher with useful information about how a class' performance on an item
changed as a result of instruction. We note, however, that we do not recommend
that the above indices be used for item selection. Most pretest—posttest types
of ‘ndices are subject to rather large sampling fluctuations when used with
small groups. Secon:, teachers that blindly follow a statistical rule of
thumb for culling items on the basis of the valué of a statistical index are

iikely to be deceived: (a) items not showing change may still represent

93



Table 6. Recommended item statistics for helping a teacher improve and guide instruction: Identifying a

hierarchical ordering of the items on a test.

4

Rasic: Should be included in every item Recomienided:  Use-

analysis program; if at all possible: ful to include if
: (a) research shows

teachers can uge

Routinely present to [Make available to and (b) micro-
or interpret for a teachers upon their computer has suf-

Type of item t?EEher on every test |request only: f;;;gvt memory and
nIPE DL item. speed.
scoring: ] _

Not recommended for]

item analysis pro-
grams gerving the
above mentioned
purposes,

Dichotomous

gy = 01) 1RSA

Graded or
continuous

(< ¥y < 1y)

lote: See the text for definitions, formulas; and explanations.
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Important behaviors to be monitored, (b) danger exists in culling from the
domain those items which a teacher has not tzught well; and €c) items not
showing favorable pretest to posttest changes may represent éfrﬁﬁédﬁS'Eé:
havior that pupils have acquired as a result of instruction. Also, as

Ebel (1972) demonstrated, quirks in items themselves often lie behind pre-

to posttest perfomrance anomalies.

Pretest-posttest indices can be useful to the teacher in identifying
those items on which pupils in a particular group perform in unexpected ways.
A teacher armed with such information may then decide whether the items
with the item,

Among the most useful of these indices for the specific purpose of
improving instruction are: Cox and Vargas (1965); Roudabush (1973); and
Kosecoff and Kiein (1974); In additlon; the index proposed by Bremnan (1972)
and Hsu (1971) has value in examining items when a meaningful passing
(mastery) score cam be set. The latter requires special interpretive cautions,
the passing score and because the ideal index 1s zero, The €ox and Vargas
ifidex—~~tHe diffeence in the proportions passing from pretest time to post~-

posttest time who also answered it incorrectly at pretest time--more clearly
focuses on changes in pupils' performance and it too can be understood by

teschers: The Hasu and Bremman index describes how well an item distinguishes
between test passers and nompassers and, so, is not quite a measure of before
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For purposes of giving a teacher information about changes in a
class' perforficnce as a result of instructions we would recommend Cox and
Vargas (1966) index, Equation |20], and Roudabush (1973, Equation [211],

which are defined by the formulas below.

[20]

[
]

(o}

[y

D - L

1'postere = sProst ~ 1Ppre  * Yar © O
1P1ndgain = 1P01 SRt R 121]

In the above formulas the notation is the saime as that used in equations [1]-

l19] except that:
iPpost = proportion of the class answering Item i
correctly on the posttest.

iP

Ul

st = Proportion of the class answering Item i
correctly on the pretest
iPgy = proportion o
correctly on the posttest but incorrectly
on the pretest
Indices 120] and [21] are iimited to use with dichotomously score (0 or 1)
items. However; we can derive comparable version of these formulas for item

that are scored in a graded or more coxtinuous fashion:

D* L 21 - [22]
1Ppostpre 1, -m » My e : [

[23]

y
Ih

._4\
th

—

ia

124 |

l/\\
!
A
i

,p,** , M

'6§§&’”i”
i'indgain = ;Phrepost
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In formulas [22] through |24]; we ° 2 the notation that follows:
= average score of the clat< on Item i when
it is administerad at posttest time

average score of the class on Item i when

is is administered at pretest time

1, = maximum possible score on Item i

m, = towest possible score on Item 1

, § E o

,p*,,,,,,,,,, = B o - I .
i"prepost bl Fecl bd [23a]

= proportion of the group faild ~ at pretest and passing

b=1, 2, :::; B

= indexes the score categories on Item i at pretest time

ol
LN

1; 2, ...; D
= indexes the score categories on Item i at posttect time

the index number of the minimum passing score on Item 1i;

(@]
L]

1<C=<D

= the proportion of examinees taking Item i that Scored

1Pha
in the bth category at pretest time and in the dth
category at post.ast time
1PPrepost ~ §<§ iPba (24a]
= proportion of examinees taking Item i who scored higher
at posttest time than at pretest time
Equation [22] converts che differemce between the mear pretest and post-
test scores of the group to a percent of the maximum possible difference. If

simply the mean difference 1s desired then the numerator of [22] can be reported.




3z
We would recommend, however, that the numerator not be reported to teachars
for purposes of guiding instruction: We would recommend instead making

available to teachers the actual pretest and posttest means.

Insert Table 7 here

- -

. Summary of the seriousness of the types of errors pupils committed on an

item. In order to provide remedial instruction, a teacher needs to know the
types o errors and misconceptions a student has. An icem analysis program

should provide some way of summarizing for each item the seriousness of the

errors committed by the students at hand. In this way; a teacher can focus

Tatsuoka (1981) developed a guantitative index of the seriousness of

errors of different types. Her approach is to use an analog of the norm
conformity index, [18], in which étiiaéﬁtéi patterns of erroroneous responses
to items are compared against an ideal (and correct) set of steps for
solving a problem or completing a task. The index requires (a) specifying
a task "tree" of prbcedurai steps (similar to task performance networks

developed by cognitive psychologists such as Gagné (1968); Gregg (1976);

Ri



Score

Figure 3.

Posttest Score

Y21 =0 Yei~ - Ipi

P1c " 1Pin | )

: & pred
ei
i ~ -~ o
- Note:
oSt 4 m, = y
P my = Y14
Iy =vpy
Data layout for Equations [22], [23], and [24]: Equatiom
[22] uses the pre~ and posttest means. Equation [23] is
the .sumi of the proportions inm the upper right quadrant.
Equation [24] is the sum of the elements in the upper

triangular portiom of the matrix.
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Table 7. Recommended item statistics for helping a teacher imppove and gujde Ingtructicn; Identifying

changes in a clags' performance on an item after instruction

Type of item

\

Basic: Should be included in every item

: analysis progran; if at atl possibie;

Roit 1figly present to
ot lnterpret for a
teacher on every test
1te,

Make_available to
teachers upon their
request only.

Reeammended Use-
ful to dhel ta include if
(a) research sliows
teachers can uge
and (b) micro-
computer has su’
ficient mauory and

Not recommended for

item analysis pro-
gratis serving the
gbove ment{ioned
putposes.

S0t g ] speed.
-y
Dichotomous | 1 postpre
(= 0D Pindgatn
Graded or | L-postpre (postYi et
cont s | i
B L 4 {Pindgats {Phndgatn
" . 1 -4
Note: See the text for defindtions, forilas, and explanations,
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Greeno (1976); and Resnick (1976).), (b) classify pupils' errors with

respect to types, and (c) analyzing each error type according to the

particular procedural steps that were violated. The Tatsuoka approach is

a useful one, as .demonstrated by her research, but we believe it is too far

ahead of the current capabilities of the typical classroom teacher to be able

tc develop the procedural steps and éﬁél?ié. them in the way necessary to use

her approach. We can conceive of a computer program to do some of this analysis
for the teacher once a procedural task network is specified and pupils' responses

are entéred into the computer. We believe that this would be beyond the

Tatsuoka (1981); however:

What seéixs more in the realm of possibility is to ask a teacher to rate
the sericusness of pupil errors ccumitted on each item and then to summerize
these for each item by dispiayiné the frequency with which each degree of
seriousness occurs in the ciass and omputing au average of these degrees of
seriousness: A teacher would be raquited to rate the degree of serisusness
of the errors committed by each pupil on each item, The indices to be coti~

puted are:

PAry) = (Pyys Poys =ovs Pygs #o0 Pydy [25]
L

; r.. = .t P33%3;3 26 |

r; 351 REMRE! t261

where
rji = a teacher's rating of the seriousness of a

pupil's error(s) on Item i
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JE1;2; vius 3

P;; = the percent of the class who received an error rating cf

[ &)
He!

rﬂi on Item 1

The ratings, rj;; can
itemis or by the microcomputer if a teacher specifies the seriocusness, Tiis

for each option of each multiple-choice items.

Insert Table 8 here

7. Summary of the types of errors committed on an item. Instead of, or im

addition to, rating the sericusness of each error type, a teacher could
classify the errors ts each item according to type, tji; The iteii analysis program
can summarize the percent of the class committing each type of errors: Thus;,

Pee

410 = @CE )5 Bleg s eens BLELDS wens BlED) 1274
where |

3=1,2, ..., 7

= indexes the different types of errors

ﬁ(tji) = the percent of th:e class committing the jth type of error on

the jth type of error on the ito item

Item i:
Since Eji is likely to be nonmetric,; the mean or average error type has no
meaning.

Insert Table 9 here
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Table 8, Recommended item statistics for heipimg # teacher improve and guide fnstricton: Summarizing
the seriousness of the types of errors pupils committed on an iteii;

Type of ften

Basie:

 SHGuld b fhiclided in every item

analysis progean, if at all possible.

Routinely present to
or interpret fora
teacher on every test
item,

Nake available to

teachiets wpon thedt

tequest only.

Recommended: Use-

ful to inelode 1f

(a) research shows
teachers can use
and (b) micro~
computer has guf-
ficient memory and

Not-recommended for
item analysis pro-
grams serving the
20ve mentoned
plrposes,

dige speed. -
Dichotonous P(rji)
( - F0,D) -
Graded or P(r, )
,,,,,,,,,, jl
cont invogs _
|7
(mi . Y. i S li) {

Note: See Lhe text for definitions, fornulas, and explanations.
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Table 9. Recomended iten statistics For helping a teacher inprove and guide instruction: Sumarizing

the types of errors committed by students on an item.

Basic: Shanld be fuclded f every fen
analysis program, if at all possible.

Type of iten

scoring: .|

Routinely present to
or interpret for a
teacher on every test
Jtem,

Make available to
teachers upon their
request only,

Recetended:  Uge-

ful to include if
(a) research shows
teachers can use
and (b) micro~
computer has suf-
ficlent memory and
speed,

Not _recommended for

item analysis pro-
grams setving the
above ment foned

purposes.

Dichotomoas
(Yéi = (,1)

| P(t,)

6raded or
continuous
AN
(mi - Yai - li)

Note: See the text for definitions; Formilas; and explanations;
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Rewriting Individual Test Items

In this section we review a number of item statistics for conveying
the information in Table 1 in the category of rewriting or revising a
particular test item. We take into account a little more of the sampling
distributions of these etatistics because if a teacher is revising an ited,
the teacher expects the i.em to perform in a certain way in the future:. We
consider sampling distributions in a more empirical way ir a later section
of this report.
tndices which have <cme potential value for providing inf.,rmation for teachers
seeking to use pupll ddta to revise items and which have some possibility of
being compiuted via a microcomputer. Below we dcscribe each of thess statistics
in more detail, pointing to the advzntages and disadvantages of providing them

as part of a microcomputer “tem analysis program for classroom teachers.

1, Ei{téﬁt of itémﬂw'a'lr'i" C

instructional objective it should be revised. Item-objective congruence can

If an item does not fit a teacher's

be judged by a teacher or by a group of teachexs. If an individual teacher

rates the item—-objective congruence we designate it:

Rigq = the rating of the degree of correspondence [281]
of Item i to Objective j by Teacher k
We siggest that a rating scale be developed for a teacher to use in which tle
numbers on the rating scale have verbal anchors describing varilous degrees
of correspondence. An alternative procedure is to use sute adaptation of

the Mager (1973) scheme for judging item-objective congruence, perhaps

of Tatsuoka (1981). We suggest that this latter approach be further explored,
but recommend for the moment that [28] be used as a simple rating as described

71
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Table 10. Statistical item data potentially useful for helping a teacher

rewrite individual test items.

Type of information a teacher

Possible statistical indices

An individual teacher's rating
of the degree to which an item
matches a éﬁééiéiéd instruc~
tionial objective.

Index of item-objective con-
gruence (Rovinelli & Hambleton,
1977). Th
several judges as to whe*her

item i matches objective k,

could use
1. Extent of item-objective Rkﬂi
congruence
J-.j'i
2. Extent of item-instruc- iti
tional event congruence
Mda

Rﬁsi

An ipéd vidual teacher's rating
of the degree to whtch an item
corresponds to what the teacher
taught In class or what the
students were expected to study.
The median rating of students as
to whether the teacher or
content on which the item was

based.
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. Table 10. (cont.)
3. Vocabulary level of H Readability grade level of an
an item: item as determined from a
readability formula.

f;i Percen: of words oii a defined
grade-level list.

?g;"__ Mean percent of students at a
particuiar grade-level passing
a word-meaning test for the
target words in the item.

4. Tuem difficulty level Py The fraction or percent of the
entire class passing a
dichotomously scored item:

X, The mean item score of the
entire cidss for an item that
18 sccred in a graded or
continuous way.

?i The mean item score; ii;
expressed as a percent of the
maximum posséible item Score.

Si The difficuity pacimeter of
an item calibraced via a
iatent trait modeil:




5.

Item discrimination B,
level
iTpis
ay

The net D discrimination index
(Johnson; 1951): Difference

between the percent passing i

the upper and lower scoring

The discrimination parameter of
an item calibrated via a latent

trait tiodel.

Tdentification of poor

D(pﬁji -~ pLji

distractors

For eaéh option j of item 1,
the difference between the pro-
portion of upper and lower
scoring ﬁﬁﬁiié éhdbéiﬁé that
option.

The option j for which the
fraction of lower seoring

pupils choosing that option

equals zero,

~|
.

Identification of bﬁj’ipﬁjf’sﬁﬁgi

ambiguous alternatives

Two options; § and §°; for
which the safie numiber or per-
cent of u ~er scoring pupils

dlternatives, Pkl



Table 10. (cont.)

8. Identification of max(puji)>pUki

miskeyed items

scoring group chooving it,
ﬁéi(ﬁ;ji) is greatevr than
the percent of the upper

scoring group choosing the

keyed option, Piii

9, Identification of SSQi
patterns of guessing
among knowledgeable

students

Frequernicy chi-square to
testing the goodness of fit
of the observed proportion
of the upper group choosing
each optfon; ﬁﬁji; to a

uniferm distribution.

e

Sro

o
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above.

Reliability of rating item—objective congruence is gained by having
several teachers (or other content experts) judge each item: Hambleton
(1980) reviews several methods: (a) rating all possible item-objective
pairings (Rovinelli wnd Hambleton, 1977), (b) rating scale, and (c) matching
task: The latter consists of having each teacher attempt to match up the
test items on one list with the objectives on another. Items for which Ehefé
exists a lot of disagreement in matching among the teachers are revised: The
rating scale method consists of presenting teachers with a list of test items
already matched to objectives and asking teachers to judge the degree of
correspondence between each item and its corresponding objective. Items for
which the median rating is low and/or for which the variance of the ratings
ts large are revised. We préfer the rating procedure to the matching pro-

forward and it asks teachers to judge the extent to which they believe that
items already sorted into categories by objec:-ives have been properly sorted.
Disadvantages of the rating technique are (a) that someone has to do an
initial matching of the items and the objectives and (b) it does mot allow
every item to be compared to every objective. (It sometimes happens in
practice that items will correspond better to objectives for which they were not
supposed to match. The rating procedure does not allow for this auomally
to bedetected:) When the rating procedure is used we réecommend that the
median rating be the summary index.
M. = median rating of the correspondence Item i (25}
44
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congruence seems to be the most thorough of the three procedures: It
requires that each teacher in the group judge each item against each objective
and rate each pairing as: +1 if the item definitely measures the objective,
0 if the teacher is undecided about the match, or -1 if the item definitely
does not measure the objective. A large number of comparisons are r’eqaitj'e'ci;
1f, for example, there are 10 objectives with 3 items per objective, there
are 300 (= (10 x 3) items % 10 objectives) pairs to judge. A disadvantage of
this technique is that because of the larg. number of comparisons to be made ;
it is very time consuming. We prefer it; however; to the razing method if
time permits its use because it does allow all items and objectives to be
reviewed:

intc the Formiula below. The numerical value of the index obtained from the

the number of teache-s doing tiw: rating. The index ranges in value from
_1:00 to 41:00: & value of 0.00 indicates that teachers cannot agree that
ftem 1 matches Objective §; a value of +1.00 indicates that all teachers
agree that Item i matches Objective j; and -1.00 indicates that ali teachers
agree that Item i dves not match Objective 3. The formula given by Rovinelli

and Hambleton is:

LoL o, Byt gk b Tt L Nt [ 30]
34 23 - DK



where
i = index number of the item
j=1,2, ,.., J indexes the objectives
.+., K indexes the teachers
Rﬁji = -1, 0, +1
the rating of the kth teacher of the degree of correspondence

of the ith item to the jth objective

When using [29], a cut=off value; C ji» is specified. Any item for which rj, ;<
éji is revised to match the objective better.

Summary, Table 11 summarizes our recommzidations here. We do not provide

further empirical data for these indices.

Insert Table 11 here

2. Fxtent of item-instructicnil event congruence. An item should be revised

1f it does not corraspond to what the teacher taught or what the students were

assigned to study. We call this the item-instructional even congrvence. The

item corresponds to the inStructional events of the classrcom. We 1ist two
indices below:
Riji = the kth teacher's rating of the degree (311
of correspondence of Item i to what was
taught to the students
ﬁaﬁif, - ncdian rating of thz students in the kth [32]

kel . } } :
teacher's class as to whether the material

in Item i was taught by the teacher or

covered by tlie macerials:
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Recommended item statistics to use to help a teacher revise individual test items: Extent

of item-objective congruence:

e of item

ring:

N R

Basic: Should be included in every item

analysis program, if at all possible.

trtinely present to

{ . interpret for a

teacher on every test
item.

Make available to

teachers upon their
request only;

Recommended: Use-

ful to include if

(d) research shows
teachers can use
and (b) micro-
computer has suf-
ficient memory and

speed;

Not recommeiided for

item analysis pvo-
grams serving the
above mentioned
purposes.

n%q@@ &di M“%i %i {see text)
{ = {,1)
fed or Mdn, 1,
tinuous fi Rt b
<y - < 1.y loos tFowt)
Ya = 1) (see text) |

. See the text for definitions, formulas, and explanations.




(1]

In order to implement [31] and [32] rating scales need to be developed.
We suggest a 4 or 5 péiﬁt rating scale that has verbal anchors describing
various degrees of overlap with instructionmal svents: We also suggest that
different scales be deveioped for students and teachers. Items receiving
a iow rating by the teacher may need to be revised (é.g., if the item came
from a set provided by the textbook publisher), or the teacher may have to
alter the instructicn. If students do not perceive the item as relared to
what they were taught or studied (i.e., wedian rating is low) then a teacher
may need to discuss the item with the stud:a:s before deciding whether to
revise it:

Summary. Table 12 summarizes our recommendations.

Insert Table 12 here

m. Severzl indices are suggested in Tabie 1C

to judge the appropriateness of the wording of an item. Several readability

s exist and some could presumably be impleménted via a microcomputer.

¥or each item; one applies a readability formula to obtain the item's readability

grade level, r;. Readability formulas, however, require several long passages

to be aialyzed (e.g., Fry (1979) or Bormuth (1969)). Even when long passages

are analyzed, some reading specialists question the validity of these for-
When readability formulas are discounted, about the only alternative

left is to use a word list of some type. Word lists attempt to identify the

designed for students at a particular grade level. Several approaches have

been used to develop word lists (IOX; 1980): (4) tabulating the words

§8i




Table 12 Recomended iten statistics to use to help  teacher revise ingividual tems: extent of iten
instroctional event congruence;

- .. -

Basic: Should be dncluded in every frem | Recomenged: Use- | Mot recomended for
S L ey ew— e e o= il T
analysis program, if at all possible, ful to ielude {f | item analysis pro-
| (@ e s | gt e the
N teachers ¢an use | above mentioned
Routinely present to |Make avallable to. and (b) niere- | purposes.
o interpret for a |teachers upon their | computer p4s suf-
TYP?,@E iten ;:acher on every test |request only, f%pight nefiory and
scoring: & B speed, R
e B I T P
e L -
ﬁ%chotowoys Rki Manﬁi |
(t;=0.0) 8 !

Graded or

cont {nuous i Min,
_con_ ?uou? N Rki Mani-i
m <y <1 . K8
UERTRE
I N

Note: See the text fot deFinitions, formilas, and explénations,
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(e:g.; Taylor; et al.; 197°° (b) iisting the words at each grade level
that studencs know the meai.., of (e.g.; Dale and O'Rourke; 1976); (c)
tabulating the frequency with which words appear in general reading materials

(such ds newspapers and masazines) (e.g., Carroll, Davies, and Richman,

(e.g., 10X, 1980).
Oone could vabulate for cach icer th2 number of words in the item that
are on a particular 1ist at a perticular grade—level and comvert this to

% = BL (33]

where
ngi = number of words in Ttemii that are found on the

appropriate 11st of eligifle words for that grads
level,; g.
o, total number of words ia Ttem i,
1f this percent is less than some specified level (perhaps 1.00) the item
would be revised. |
Soiie word 1ists were developed b, .isking stindents to check th words

they knew the meaning of or by giving students muitiple-choice vocabulary
tests to determine thei: knowledge: The percent “passing" each word is
then iisted. IF a (=st item's words are checked against such a 1list for
a particular grade, and the perceat of students in the norm group passing
each wore recorded then, one index for the vocabulary level of an item

would be: | zgi )
L P, o
=1 r&t 131
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= percent of the norm group at Grad: g knowing
the meaning of Word k in Item i
K. = the number v words in Item i which were
located on the particular word list for
Grade g

g

t; 25 .::. 12 inaexes the grade level
k=1, 2, e Ky indexss the words found in the 1ist

A disadvantage of j3Sj is that an item may contain words not on ths p2ve-
scribed word 1ist which are either (a) above the grade ievel intended for,
the item or (b) suitable for the grade level. Thus, if rgi is less tb . 1.09,
no ir-iediate course of action can be recommended excep® to check the vczzbaolary.
Disadvantages of [34] are thst (a) kgi may be quite a bit lower than n, and
(b) the values of 5&31 may ¢~ baced on a nov. group that is not apprupr’ -te
for the local pupils. A disadvantage of both [33] aw: |3:4 1o that is takes
a long time to have a microcomputer check the vocabulary level of an item
since edch word in the item has to be chehkgd against a long list of saitable
ni target words. Further, the test icem itself would have to entered imto the
microcomputer (i.e., ap item bank would be needed).

0f the two procedures for checking word lists; we recommand [33] since

that items be flagged for teachers and that the words no: ca the word list
be listed (or otherwise identified) for the teacher. Since a computer program

' for doing this type of word processing and checking may not te feasible for s
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typical item analysis package destined for a computer with small memory.

Summary. Our recommeudations in this area are summaiized in Table 13.

4, Item difficulty level. The item diff7 -ulty level indices listec

Table 10 are the same omes listed in Table 2 (except there are fewer ir ice3
in Table 10). Our recommendations for item .ifficulty indices are listed in
Table 14. These are essentially the same as the recommendations im Table 3.

For purposes of identifying items that should be considered for revision, it

trait model, for identifying teacher-made items in need of revision. Latent
trait models (Lord, 1980; Rasch; 1960; Wright & Stote, 1979) offer another
conception of item difficulty: The point on a number line representing the
underlving latent abilit- at which the siope of the item reaponse curve is
using latent trait models: While some J-rge school districts have che
capacity to calibrate pools <f items, mcst do mot, Classrocm mirrscomputers
are unlikely to have the kind of computing capacity needed to calibrate  :ms.
Further, many -lassroom teachers would have difficulty because the couce;

of istent trait and item response functions are not commonly used. Additionally,
there 1s mo compelling educational or psychological reason to believe that

single objectives (or other instructional domains) ought to be unidimensional

e



Table 13.

Iyge of item
scoring: _

level of an item

Recommended item statistics to use 4e help a teacher rewrite or revise items; Vocabulary

Basic: Should be included in every item
analysis program, if at all possibles

Routiniely present to |Make available to
or interpret for &
teacher on every test

teachers upon their
requesc only.

Recommended:  Use-
fol to fnciude if
{a) resqarch shows
teachers can use

and (b) micro-

computer has suf-

ficient uemory and
speed.

Not recommended for
item analysis pro-
grams serving the
above mentioned

_ purposes.

Pichotomous

(Yéi = 0,1)

sraded or
continuous

m, <Y, j 1,)

1~ "ai

i See the text for definiticns, Sarrulas, and explanations.
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be employed in the cl-ssroom; this method is unlikely to be of ﬁi&ééﬁfééﬂ
practical value to teachers in the revision of test items.

Summary. Table 14 summarizes our recommendations. We dis~uss sampling
fluctuations of 5 these statistics in a later part of this paper.

Insert Table 14 here

5. i~'r discrimina’ 'on level: The following are the derinitions of the

statistics listed in Pait J or Table 10 along with a few additional ones.

Dy = Pyz ~ Pri » ¥y 501 1351

<Y< [36]

(=X
1Y
]

. =X »;¢l=p;) ,, - R
T L ,y.=0,1 [37]

5o,
. i £ S S L= - - o
ir'pbis Sic ) P’i(l'?i) 7 Yéft 0; 1 f38]

a., = discrimination parameter of a latent (39]

trait model , Y, =0; 1

In the above formulas:

. = percent of the upper or high:r scorirg (on the total
test) group of students who answer Item i correctly

, = vercent of the lcwer scoving (on the total test)

group of students who answer Item i correctly



rable 1%.

LoTjculty terel

Type of item
scordage —

—— e —— ~—

st ued doem ~tatistics to use to help a téacher rewrite or revise items:

Itemn

Should be included in every item

inalysis program, “f at all possible:

—— —

Recommended: Use-
ful to include if
(a) research shows

Revtinely present to
or intérpret for a
teacher on every test
iten.

Nake available to
teachers upon their
request only.

!

|

b — ]
I .

teachers can use
computer has suf-~
fictent memory and
speed,

Not recommended for]

item analysis pro-
grams serving the
above mentioned
purposes.

Dichototious
Y. - 0.1)
(Yai 0,1)

Graded or

continuous

L
(mg S¥,

P
li)

ste: See the text for definitions, formulas, and explanations.

)
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mean total tes:t score of the students who

ol
[y
Al

answered Item i correctly
X = mean total test --ore of the studeirs who
answered Ii~w i 'masirectiy
n; = difficulty ...dex of Item i defined by
Ui = mean score on Item i of the upper or higher
scoring (on “he total test) group of éti.iaéﬁté
7. . = mean score on Item i of the lower scoriug
(on the total test) group of studunts
S, = standard dev_ ation of the total test scoves
of the students
§i = crdinate of the normal curve cr._regponding
to the area equal to p,

Traditionally,; item dif=zcrim .nation refers to the extent to whic’ -n

item is able to differentiate wming lndividuals with various levels - ot~

test performance. Most cla3sroom test comstructiu. téxtbooks recoiifien.
iisirg the net D index, [35], for diuir . umously score . tems because it is
easily computed and understood by teackars, Oripiumally .roposed by A.
Pemberton Johnson (1951), this index has thc.advantage of describing the
fraction of met correct discriminations an item makes (Findley, 1956).
Here, a correct discrimination means that the item 1s answered courrectly
by a high scoring examinee and incorrectly by a low scoring examinee. (The

purposes of measuring relative achievement (White; Feldt; & Sabers; 1975)).

1
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The use of [35], and any index described in this section for that

matter; For the purpose of dumain-refersnced clascroom test item revision

discriminates negatively) tl- item needs to be studied more carefully before
the teacher decides to keap it intact or to revise it (e.g., Popham & Husek,
1969); It would be a sensible standard practice to revise items that have

diserimination indices below zero regardless of the purpose of the test,

part to [35] for items scoved in a graded or continuous manner. It expresses
che wean difrerence between the upper and lower scoring groups as a percent
of che distance between the maximum possible score, ii; and the minimom
porsible score; m;; for Item i? An altervate version of [36) which makes its
meaning clearer is

D, = P, P | [36a]

1= Pus "~ Pry
where P, and P.. are computed for the uprer and lower scoring groups in a
manner similar to Equation (2],

Equations [37] and (38] are correlatioral indicus of item discrimination.
For our purposes here, they are considered for the purpose of identifying
poorly discriminating item that would be identifiég ang flagged for revision
by a teacher. Thorndike (1982) reviews the characteristics of thx biserial
ang point biserisl correlations as item Alscrimination indices (particularly
is affected by the itan AifEice1ey, Py which curtails the possible range

o vhus its value 1s confounded with item difficulty. The ;T
irpbié' Thus its value 1e confounded with item difficulty:. The iTuis
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is not as confounded with item difficulty, but for small samples and
in skewed distributions; its numerical value can go beyond the bounds of
¥1 and -1. The biserial correlation cannot be used in the standard formulas
for estimating total test statistics from item statistics.
The disadvantages of the point biserial and biserial correlations would
argue against using them to identify items fdf a teacher to consider re-

writing: Net D; [35]; seems to be a more s<raigntforward statistic to
compute and interpret to teachers: We note; hcwever; that net D is also
confounded with the iter iifficulty level, p, (Ehel, 1979).

We would not recomi..ad using the latent trait paraueter, a;; for
identifying items for :.achers to rewrite, for reasons similar to those
offered for not recow.. ‘ding, b;. It should be noted that if a; were to be
used; its use would b~ limited to precalibrated items of the two- and three-
parameter models; Equ~«tions [7] and [8]; since in the one~parameter model
all s-values are equal.

With the ekceptici of 135! all the above mentioned discrimination
indices are used only with dichotomously scored items. Graded or continuousiy
scorzd items can be analyzed with correlation analogues of the biserial and
point biserial correlations; namely; the polyserial and point polyserial

correlations (Olsson; Drasgow; & Dorans,; 1982); respectively.

Summary. We summarize our recomsendations for this section im Table 15.

We provide some empirical data on these statistics in a subsequent section.

Insert Table 15 here

6. Identification 6éA§§6f distractors. The distractions of a multiple-

choice item have a specific function: appear as plausible answers to those

4






Table 15, Recomnended item statistics to use to help a teacher rearite or revise items: Identifying
pootly or negatively discriminating items,

Type of ttem
scoring;

Bt Shnd s nclued i ever i
analysis program, 1f at all passible,

Recommended:  Use-

Routinely present to
o Interpret fora
teacher on every test

{tem,

Nake available to
teacliers upon thelr
request only;

ful to include if
(a) research shows
teachers can use
and (b) micro=
conputer has suf=
Fleteit fieiiory and

Not recommended for
item analysts pro-
grams serving the
gbove mentfoned
purposes;

Dichotonous -

(Yai = ;1)

1"bis
i pbis
g!

Crided ot
continuous
e i
PRI

irptpbiyseriai
{"polyserial

Note: See the text for definitions, fornulas, and explanations.
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students who do not have the degree of knowledge needed to choose the
correct answer to the item. Since it is in the lower group that we would
expect to find those lacking the requisite degree of knowledge; we would
expect the item data from the lower group to provide information about
poorly functioning distractors. One of two definitions of a properly
functioning distractor is often used: (a) a distractor is properly function-
ing if more persons in the lower group than in the upper group choose it and
(b) a distractor is properly functioning if at least one person in che lower
group chooses it. Improperly functioning distractors are either revised;
replaced; or removed from the item. The following equations are consistent

with these two definitions:

D(dji) = (dj3s dy35 +-0r dpy) 5 Yy =0, 1 [40]
Pryi = 6 ;¥ ,=0,1 [41]
where
d,; = [41a]

317 Pusi ” Py
j =1, 2, «::; h-indexes the options of an

h-option multiple-choice item, j # correct

answer
Pyji = the proportion of the students in the upper
scoring group choosing Distractor j of Item i
pLji = the proportion of the students in tke lower

scoring group choosing Distractor j of Item i
Equation [40] provides the set of differences between the proportion

choosing each distractor. If aji < 0, then Distractor j would be flagged for
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the teucher to consider revising:. Equation [41] eonsiders only the lower
grovp and looks for a Distractor j for which Pryz = 0. When this criterion
is met; the Distractor j is flagged.

Of the two formulas, we prefer [40] since it will identify more dis-
tractors for the teacher to review. In particular, &ji may be less than or
equal .to zero even if some persons in the lower group choose Distractor 5.
The fact that more upper than lower scoring pupils choose an incorrect option
should be brought to the teacher's attention.

Some standardized test developers use the biserial or point biserial

correlation between total test score and choosing Distractor j as an index
of distractor quality. We do not recommend this for the analysis of teacher-

nade test items for two reasons: (a) because of those reasons specified

previously in connection with the discrimination inidex, and (b) because when

[40] simple to compute.
We recommend also that Puji and 5iﬁi be mada available to the teacher
upon request.

Summary. Table 16 summarizes our recommendations for this section.

Insert Table 16 here

nbiguous alternatives. Here we seek to identify

7. Identifd

multiple-chioice items that contain ambiguous alternatives. outr definition

of ambiguous is similar to that of Sax (1980): Two alternatives of a multiple-
upper scoring students hoose j and j ; and if this percent is the largest
percent amonig the alternatives. One expression for this relation is:

pUji = pUj;i > Puki ¥ (j, k) of Item i 5 Yéi =0,1 [42]
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Tabie 16 Recummended iten statistics to use to help a teacher reurite ot revise items: Identifying
poor distractots

fype of tten
scoring:

Basle: Slould be included fn every iten
analysts progeam, {f at all possible.

Routinely present to
ot [nterpret for 2
GiLlior Ji every test
itei,

Make avatlable to
teachets upon thel
request only,

Recommended:  Use-
ful to include if
(a) research shows
teachers can use
and {b) micro-
computer has suf-
Eielent memory and
speed.

Not_recommended for
ftem aualysis pro-
grans serving the
above ment {oned
PTPOSES:

Dichiotomaus

(Yéi = ;1)

D(djt)

Py

it

(see text also)

Graded ot
coftiiious
e o

(B 2 1)

Note: See the test for definitions, farnulas; and explanations:

.lijij
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where
(pijii; piJZi’ ceesy pirki’ ceey pUhi) = the proportion of the
upper scoring group
clicosing each distractor
We know of no particular index other than (42] or some function of [42] that

is suitable for this purpose.

Insert Table 17 here

8. Identification of miskeyed items. We define miskéying to have
occurred when the teach&r inadvertantly scores an incorrect alternative as

the correct answer to Item i for all students, Under this conditions,
the largest percent of upper scoring students would choose the right answer

to Item i; but it would be marked wrong. This can be specified as follows:

max(Pyss) > Py 0 Yag = O 1 (23]
where
j=1; 2; ...; h indexes the alternatives
to Item 1
Pygs - the proportion of the upper group choosing
Alternative j of Item %
Piq = the proportion choosing the keyed alternative,
k;, of Item i
KR
As with Equation [42], we know of no other indices other than, perhaps,

simple transformations of [43]:

Ingert Table 18 here

10}



Table 17. Recomended iten statistics to use to help a teacher rewrite or revise ftems: Identifying
ambiguous distractors

Type of ftem
scoring}

Basle: Should be fncluded in every iten
analysis program, if at all possible:

Routinely present to
or interpret for a

teacher on every test
1tem,

Make available to
teachers upon their
request ofly,

Recommended: Use-
fol to fnclude if
(a) research stiows
teachers can use
and (b) micro-
computer has suf-
ficient nemory and
speed,

Not recommended for| -
item analysis pro-
grams serving the
above mentioned
purposes,

Dichiot oriois

(Yéi = 0,1)

iji * ije  Pu

Craded or -

continuous

o
ny S 21y

Note: See the text for deFinitions; Formutas; and explanations,
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Table 18. Recommended {tem statiatics to use to hclp a teacher rewrite or revise ites:

anhignous distractors

Type of {ten

-georing:

Ident1fying

Basic: Should be incle
1nnivsia program, 1f at

ded i1 every {téi
all PObbible

Recommended

Rout {nely present to
or interpret for a
teacher on every test
iteii,

Mitke available to
teachers apon thelr
request only,

Use-
{ul to include {f
{a) rasearch shows
teachers can use
and (b} micro-
computer has suf-
Fcient memory and
speed,

Not_recomnended for
{tem analysis pro-
gr1ma serofig the |
aboa; ment foncd ‘
purpos;»

Dtchiotomoiis
(Yéi = Oil)

TR

Graded or
contlnuous

n <V

<1,

al - 't

)

Note: See the text for definitions, formulas, and expiahétidhé.




9. TIdentification of patterns of dgeable students.

Here we want to use an index that would allow us to filag am item for a teacher
if the pattern of responses to it indicated that students who should know the

answer to the item are behaving in a random fashion. Two indices of possible

guessing behavior that are consistent with this purposeé are the following.

[ -py; log, (pyy)

Uoo o
- ”observed . [44]

RU S T
:1632(1/(h141)) max miim

R

o s
i 7@y, /By) gy
_ Dovserved  _ _j=1 : [45]

D dmin -
. .—min(nuéi) + Z nti
3?hi

where
5. = proportion of the entire class choosing Distractor j
of Item i
h., = the number of alternatives for Item i
= the number of students in the upper scoring group who
chose alternative j on Item i

= number of studéents in the upper scoring group

'C:E .

and reflects the eéxtent to which examinees respond in a manner that would pro-

duce a flat (uniform) distribution of Pyy values over the distractors (wrong

answers) of a multiple-choice item: The RU; index has been used successfully

to study guessing pattersn in several standardized tests: the PSAT (Pike &

af

b

0
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the Joint College Entrance Examination of Taiwan (Hsu & Khampalikit; 1980):

it was also used to study a college level classroom test (Hsu & Liou; 1982)
but with less success. A major problem that occurs with RU; is that ﬁji
cannot be aqual to zero when computing the log: Thus; if all students can
eliminate one distractor; RU; camnot be computed. This is particularly
problematic for classroom tests. A second difficulty with using RU, as
stated in [44] is that is considers all students, not just upper group
tests and teachers may well encourage them to do so. It is in the upper
scoring group of students that we believe we should find patterns indicating
that they are responding in a more informed manner. Pike and Flaugher do
suggest that [44] be computed for various subgroups, but again as the
number of responses to each alternative become fewer; the computation and
interpretation of [44] becomes problematic. !

Equation [45] is an adaptation of the Huynh ¢1983) index defined by
Equation [14]. Although we found [14] not to be practical for identifying
items exhibiting teacher-pupil discrepancies, the adaptation, [45], seems
useful for the purposes of this section. We substitute for ty; im |14]
the expected frequency of choices for each altermative if the upper group
fééﬁéﬁ&éd'réﬁabmiy (-n”;;;fﬁj, The value of D7, is near zero if the students
do respond randomly and is ome if students do not respond randomly. Note
upper scoring group and (b) all alternatives; mot just the distractors.

We Belisve these characteristics to be advantages since (a) it is when the

upper group begins to guess randomly that a teacher's attention should be

107
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dravn to the item and (b) if the upper group is randomly guessing their
guesses will include the possibility of choosing the correct alternative
as well as the distractors.

Still a third indez could be computed (this is given in Table 10), the
frequency chi-square for testing the goodness of fit to a uniform distribution

of the response pattern of the upper group to all alternatives: This equation
is ;
ui S
7Zi(nti - (ayy47850)
L =
(nﬁji/hi)

where nyg and h; are as defined for [44] and [45]. We believe [46] to be

too variable with small fygs SO that if a strictly statistical chi-square
criterion is used to decide whether the pattern of responses is uniform the
user would be subject to committing a Type II error with high probability.

Summary: Table 19 summarizes our recommendations that Equation (45]

be used to identify items where guessing may be occurring among the upper

group.

Insert Table 19 here

We presented the rationale that will guide our review of item statistics
for purposes of lmproving the total test score properties on pages 13-16.
In this section we review several statistical indices and make recommendations
concerning which should be included in a microcomputer item analysis program
for classroom testing.

We assume in this section that the indices will be used to select items;
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Table 19. Recommended item statistic to use to help a teac
patterns of guessing among knowledgeable students

Recommended item statistics to use to help a teacher rewrite or revise items: Identifying

Bugle! Should be {ncluded 1n cvery itea
analysis program, if at all posuible.

Make available to
teachers upon their
request only.

or interp;e;ﬁfg; o
,,,,,, teacher on every test
scoring; Lten.

Recommended:  Use-

ful to include if
{a) research shows
teachers can use
and (b) micro-
computer has suf-_
f icient memory and
speed,

Not_recomnended for
item analysis pro-
grans serving the
above mentioned
purposes;

Di chotonous o7y

(gi'ﬁﬁ) .

R,

5.

Craded ot

coit iioiis
A
(m ¥y 51

Note: See the text for definitiods, Formilas; and explanations;
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rather than for trying to improve ‘mstruction by reviewing items or trying
to obtain information about which items need to be revised: We are assuming
also that the items have been revised and tried out so that the statistics
(or the data for the statistics) are available. Thus, thé items exist ia
some pool or bank and that the item analysis program will compute and
interpret certain statistical indices associated vith each item:

We assume that a teacher will use different classroom tests for different
purposes as we outlined on pages 13 and l4. Among other things this means
that item statistics will need to be used in combination in order to select
items to put on any particular test., The reader is urged to keep this in
mind when reading below, because we initially focus on each category of item
statistic separately.

Table 20 lists several item analysis statistics which seem on the sur-

face to be suitable for our purposes here:. Below we will review them.

Insert Table 20 here

1. 1Item discrimination level. The three item discrimination indices im

Table 20 have been defined and discussed previously (Equation [35] = [39])
for other purposes. Here we note that it seems most appropriate to use net
D as specified in [35] and [36] for most classroom tests in a way that we
will describe shortly: We do not recommend the correlational indices itpfbié

and irﬁié; or

We do recommend; however; that if the teacher has accass to an item
bank containing items calibrated on a two-parameter or three-parsmeter latent
trait model (Equations [7] or [8]) that the item discrimination index, a;; be

used. It would mnot be possible for a small microcomputer to compute a; for

classroom tests; but if éi were already available; it is possible to create
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Table 20. Statistical item data potentially useful for helping a teacher

select items to put on a classroom test.

Type of information a teacher
could use Possible statistical indices
1. 1Item discrimination level D, Same as Table 10
1Tsis  same as Table 10
ay éame as Table 10
2. Item difficulty level ﬁi Same as Table 10
Xy Same as Table 10
P, Same as Table 10
Bi Same as Table 10
3. Relation of the item to Kkji Same as Table 10
test blueprint and/or iji Same as Table 10
domain specification . ID,;; A code for the location of the
item in a content by objectives
grid (i.e.; test blueprint)
— ~ —
4., Estimated total test X Estimated mean of the total
statiscics test scores when the items
selected so far are used:
35 Estimated standard deviation

of the total test scores when
the items selected so far are
used. .

KR20 Estimated Kuder-Richardson

| test reliability when the

items selected so frr are used.

|
md |
N




a program that would help teachers choose items. This program should use
Outr recommendations in this area are summarized inm Table 21

Insert Table 21 here

2. TItem difficulty level. Item difficulty indices have been discussed

previously and our récommendations for other purposes summarized in Table 3
and 14. Our recommnendation for item difficulty indices in this section are
the same as those for Table 14, except that we would recommend that the
latent trait param&ter Bi be incorporated into the item analysis program
inatfon index:

Insert Table 22 here

3. Relation of item to test biueprint and/or domain specificationm.

Our recommendations For these congruence indices are listed inm Table 11

and as Equation [28] through [30]. We note here that in addition to a rating
of how well a test ited matches an objective, it is necessary to idemtify

the content topic and level of understanding cevered by each test item.

This is not a statistic per se, bu% it is an index number that helps the

teacher to identify the item and to check a test's balance of coverage.



Table 21; Recommended item statistics to use to help teachers select items to put on a classroom test:

Item discrinination indices

Bagic: Should be included 1n every iten

analysis program, 1if at all possible,

Recomended: Use-

ful to include if
(a) résearch shows

Not recommended;;]

tem analysis pro-

grams serving the

T teachers can use | above mentioned
Routinely present to |Mzke avaitable to and (b) dfero= | purposes:
o interpret for a |teachers upon their conipiter has gif-
e of itex ;s:;ﬁer on every test |request only, g;sggét memory and
ot - . 7 ) speed;
Dichotonoug D, 2 bis
(Yéi =01 1"ptbis
o o . T
Craded or Di 1 ptpolyserial
coiit dfitioiig X
e i 1 polyserial
v e
oy Sty )
- 1 |

Note: See the text for definitirus, fornulas, and explanations related to Fquations [35] - [39]:
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Table 22, Recommended item statistics to use to help teachers select items to put on a classroom tect:
Stem difficulty indices

Basie: Should be included in every iten

analysis program, if at all possible,

Type of iten

scoring:

Routinely present to
or interpret for a
teacher on every test
item,

Make avallable to
teachers opon th: 't
request only.

Recommended:  Use-

ful to fnclude 1f
(a) research shows
teachers can use
and (b) micro-
computer has suf-
ficlent memory and
speed,

Mot recomended for

item analysis pro-
grams serving the
above mentioned
purposes.

Dichotonous | P, by
(Yéi = 1)

Graded or
cont inuous

i
- 11)

e
(m, < Yé

i-"al

Note: See the text for definitions, fornules; and explanations related to Bquations [1] - [3] and

(6] ~ [8]
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We call this index number: '
In, i; = index number of the ith item (471
in relation to the lth topic
in the unit and the kth level

4. Using combinations of indices to select items for classroom !

The item statistics identified above cannot be used independently, but must
te used in combination. The particular combinations to use depend on the
type of decisions for which the test is to be used and; in particular, om
whether the test is to be usad to measure absolita ot velative achieveient
and whether partial or completc ordering is désired. If larent trait
parametars are available and the measurement of relative achlevement is
desired, then the miicrocomputer program can use éi5 5i5 and éi in' connection
with the item information function <o help design a test that will pruvide

item difficulty, item discrimination; and some indication of what the item
is measuring:. We recommend that the item analysis prog am incorporate some
sules of thumb that will help the teacher to Seélect items using the latter
statistical indices when the test purpese is specified. Table 24 summarizes
the rules of thumb we recommend. The rules of thumb in this table are cowu~
sistefit with modern concepts of item analysis and test design as these hLave



Relation of the item to the test blueprint and/or domain specification

Recommended item statistics to use to help teachers select items to put on a classroom test:

Basic:

Should be includcd in every item

analysis program, if at ail possible:

Routinely present to
or interpret for a
teacher on evary test

Make available to
teachers vpon their

ReeémﬁEﬁdéd:, Use=-
ful to include if
(a) research shows
teachers can use
and (b) micro-

computer has Suf—

Not recommended for]
item analysis pro-
grams serving the
above ment loned
purposes.

Q,ﬁf iteii 1tem request only. :igignt memory and
ring: | ¢ Eﬁ, :
hotomous | Ry Mdngs 4
= 0,1) ID.. .- -
t Dy 1i Y1
led ot Reii Mdne 1
it inuous - i
v <1 D11 i
- at -

- See_the text for definitions, formulas, and explanations related to Equations [28] - [30] and
[47].

129

96






97

articulated by Lord (1953, 1980) and Hemrysson (1971).

Insert Table 24 here

5. Estimated total test statistics. An item analysis program that is

to be used to help teachers select items should provide estimates of the
properties of the total test scores based on the selected items. The item
statistics recommended in Table 21 and 22 for dichotomous items can be used
to estimate the test mean; standard deviation; and Kuder-Richardson formula

20 reliability as follows:

v I o L
1X = E P ; Y- =0,1 (48]
1 {31 i at

= gstimated mean of the test composed

of I items

I
~ ,iEJL - -
8p; s —— ;, Y _.=0,1 [49]
17X 7 at
1
N 71 ) i%?ﬁbwﬁ o .
1KR20 = [-f_—l—] - |, ¥ .=0,1 [50]
(fbi)//g_ at

where
i=1, 2, ,:;; I indexes the items
selected for the test
D. = the net D discrimination index for
dichotomously scored Item 1
py = the difficulty index for dichotomously

scored Item %
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Rules of thumb for using item analysis data to build

Absolute achievement

la the tocus

Assess the absolute status
(achieverment) of the pupil
with respect {0 a well-detined
gomain of instructionally

relevant tasks

Table 24. les or
classroom tests.
Relative achievement Is the tocus
. Complete ordering Partial ordering {two groups)
General Ratiking all the pupils in Dmdmg pupus into two .
concerns terms of their refative - groups on the basis of their
attainment in a subject area. relative attainment. Pupils
within each group will be
! treated alike.
Specific Seek to accurately describe | Seek to accurately classity
focus of differences in relative persons into two categories.
test achievement between

individual pupils.

Seek to aééﬁiélely astimate.
the percentage of the domain
each pupi can perform
successiully.

Attention to the
test's blueprint

Be sare that items cover alt
important topics and
objectives within the
blueprint.

Be sare that items cover atl
important topics and
objectives within the
blueprint.

Be sure tems are a.
representative. rarigom .
sampie from the defined
coma:n wnich the biueprint

operationahzes.

How the
ditficulty
index (p)
Is used

Within each iBBiééi area of

itemns with:
(1) p between 0.16 and 0.84
if performance on the test

represents a single abmty

(2) p between 0.40.and 0.60,
if performance on the test

represenfs several ditferent

Note Jtems should be easier
thar described above if
guessing is a factor.

Within each topical area of
the blueprint, select those
items with p-values slightly
iarger than the percentage of
persons to be classified in the
upper group [e.g.. if the class
is to be divided in haif (0:50)
then items with p-values of
about 0.60 should be
seiected, if the division is
lower 75% vs. upper 25%, _
items shoald have p = 0:35

(approxnmately)]
yte. The above suggest»on

assumes the test measures a
single abilty.

Don't seiect tems on the _
basis of their p-values. bot
study each p to see if it is
signaiing a poorly written
item

How the
discrim-
inatiott”
index (D}
is usec

Within each topical area of
the bloeprint, select items .
with D greater than or equal
to +0.30.

Within each topical area of
the bloeprint, select items _
with D greater than or equal
to +0.30.

Alt items.should have D .. __
greater than or equal to 0.00.
Unless there is a rational
expianation to the contrary,
revise those items not

possess:ng this prooerty.

Source:

Nitko (1983, pg: 301)
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Expression |49] was derived by Ebel (1967) under the assumption that the

test scores are normally distributed. The sampling distribution and standard
errors of these estimates are unknown and the effect of non-normality on
equations [49] and [50] is unknown. Expression [48] does mot depend on
distribution assumptions:

If items are scored continuously, then [48] becomes

N I - )
K= Yy . omp2Y,; 2l [51]
i=1
The following expressions relate item scores (either continuous or
dichotomous) to total test score standard deviation and reliability
w % o B o
-Sshb. = } (rm )Sbg [52]
27X 321 Ta3 X3 Yag
. .
o I spg )P
v o, [_:T:_] [1 _ 1= at o
©FT ST R 2 (53]
(z—qu)

In the above formulas ry . is the Pearson product momient correlation

ai“a
between the item scores and the total test score on thz tryout edition of the
test. If Yai is dichotomous; then this correlation becomes the irﬁtbié;

[49] and [50]. It is recommended that sT5tnia be corrected so that it
estimates tHe correiation of each item with the common triue score measured
by the whole set of items as suggested by Hemrysson (1971),

1f ry; ; 1s unknown, Thorndike (1982) suggests estimating its mean

valie, EY % from past experience and substituting this estimate im [52]
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and [53].

of the items on the test, Si, can

simplified as follows:

x - o
4b, = xvlsu-s) Y x 1551
ai i
s [E) h 1)
3 I-1 Ll“ L= $2 156]
Iry ) :
ai’i

It should be noted that [55] overestimates the standard deviation

Summary. Our recommendations for this section are summarized im Table

Iriseit Table 25 here

 Empirical Data Concerning the Sampling

Fluctuations in Selected Item Statistics

fn an effort to obtain more information about the sampling fluctuations
of some of the item statistics recommended in this report, we undertook a
sampling study with the assistance of Dr. Huynh Huynh of the University of
South Carolina. We sought to simulate the fluctuations in students that
aight occur from year to year in a teacher's class. To do this we used the
item response data bank available at the University of South Carolina in
connection with technical research conducted by the Mastery Testing Project

(NIE-G-78-0087) and the Technical Works of Basic Skills Assessment Programs

gV
"



Table 25, Recomnended item statistics to help a teacher select items for a test: Estimating total test
properties,

Basic: Should be fncluded fn every item

analysis program; 1f at all possible;

Routinely pregent to

Make available to

Recommended: Uge-
ful to include if
(a) research shows
teachers can use
and (b) micro-

Not recommerded for
item analysis pro-
grams serving the
above mentioned
purposes,

or interpret for a  |teachers upon thelr
Toia af {ran | CCACHE 0N every ftém [request only,
Type of dtem | 7,0, - A

selection situation;
scorlng: | i watson

computer hug -

ficient memory and

: -
dichotonous | X
(x50, 3§b~

Hten infornaton
function

Graded or
continuous 2
o 5
a, <Y <L) 8
ERLTRE U
1]

Note: Seé th teit for definitions, formulas, and explanations related to formulas (48] - 3],

TOT
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Project (NIE-G-80-0119) as these were applied to the South Carolina Basic
Skills Assesstient Program (SCBSAP): A basic description of the SCBSAP is
given in Huynh and Castell (1982):

The data base used in our study consisted of responses from 2400
students in each of several grades who had taken the Mathematics and
Reading tests of the SCBAP in 1981. This large group was selected as a
stratfified cluster sample of the South Carolina student population. The
Reading test contained 36 items and the Mathematics test contained 30 items.
Witnin each grade level four items were selected for study. In the population
of 2400 students the items selected had p-values between approximately 0:85
teasher—-made domain-referenced tests.

To simulate Fluctuations from sample to sampie 80 random samples of
30 students each were selected and the various item statistics were computed
for each sample. The samples were selected such a wav that some (ii‘: not all)
of the 30 students within a sample were from the same classroom. We mote
that the class-to-class or year-to-year fluctuations experienced by a teacher
are likely to be less variable than fluctuations based on simple random
sampling since a teacher will gemerally use a test either within the samie
school bullding (usually associated with a neighborhood) or in different
buildings but within the same school disttict. Simple random samples from
a state's population should be more variable since any ome sampie would
contain students from widely scattered school districts with quite diverse
characteristics.

It is likely, however, that the sampling distributions we report are more

.  variable than a teacher might experience, lying somewhere between a distribution

of strictly random samples and a distribution of within classroom samples over
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vears. This is because, although we sampled students within a classroom,
students in the subsequent sample came from another school distric ':

in this paper we report only the preliminary results; since the study
is on-going. We report sampling fluctuations for the following statistics:
item difficulty, item discrimination, proportion in each third of the class,
sodified caution index for items; and chi- square. Each statistic is com-

puted for each of four items as.follows:

Reading Mathematics
Grade 1 Grade 6 Grade 2 Grade 6
Item 18 Item 34 Ttem & Item 21
» = 0.597 $ = 0:560 $ = 0.564 $ = 0.559
b = 0.959 b = 0,785 b = 2,288 b = =0.011

and b is the Rasch item difficiilty for three items. Because this is a pre-
liiinary report of our empirical study, we have not reported data on the
other items investigated.

index, Pys
comparable, Sample p-values range from approximately .84 to ,30. The mean
of each uistribition is reasonably close to its expected value, ¢. However;
the distributions are slightly more variable than expected: The standard

error of a proportion based cn random samples is

where ¢ is the population proportion and N 1§ the sample size, For each of
the distributions in Table 26, o, is approximately 0.09, whereas the actual

standard deviations are around 0.10.

Insert Table 26 here

N
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Table 26.
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Empirical sam,ling distributions for the item difficulty index p

Values of p

Reading

Mathematics

Grade 1
Item 18
$ = 0.597
b = 0.959

Grade 6
Item 34
¢ = 0.560
b= 0.785

Grade 6
Ttem 21

$ = 0.559
b = -0.011

.95
.90
.85
.80
.75
.76
.65
.60
.55
.50
.45
.40
.35
.30

.25 -

.20
.15
.10
.05
.00

= 1.00
- .9
- .89
- .84
:79

- 74
- .69
- .64,
- .59
- .54
= .49
- .44

-39
<34
.29
- 24
- .19
- .14
- .09
- .04

f

Hoe 1
O WO 0060 N -

R
W NN NI00 0NN I

e

o
NINO H 00 S oVW i

std. Dev.
of samples

.59
.09
80

.56
.10

80

.55
.11
80

Jod,
o
Q:" |
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table 27 summarizes the empirical distritutions of several item discrim-
ination indices. The distributions behave as expected. Note that the net
D index was computed on the basis of upper and lower thirds and upper and
lower halves: As expected the items show less discrimination when the halves
the thirds distributions. Since ou the average the persons in the halves
groups are closer in ability to each other than are the average persoms in
the thirds group, this result is expected: Further; since there are more
students in the halves groups than in the thirds groups (15 vs. 10 students)

discriminating item, then in 80 replications, Item 18 would be flagged 1
time using the thirds procedure vs. 8 times with the halves procedure,

Item 34 one time vs. 10 times, Item 4 five times ve 26 times; and Item 21
twelve times ve 26 times. We would take a conservative view stating that it
is beiter to flag an item and have a teacher check it than to let the item
go by unreviewed: Thus, we would recommend using the upper and lower halves

for the net D index.

Insert Table 27 here

Tabie 28 shows distribution of ihe proportions of students passing an

jtem in the upper, middle, and lower thirds of the class based on the total
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Tabie 37, Empirical sampling distribition for itén disciimination indfces (D 1/3 = 76t D computed ustig
upper and lover thirds of the class; D 1/2 = niet D computed using the upper and lover halves,
BIS = biserial correlation; P-BIS = point biserial correlation),

READING MATH

GWADE 1, ITEM 18 | CRADE 6, ITBM 3. | CGRADE2, ITEM4 | GRADE 6, ITEN 2
(5 & 0,597) (5-=_0.560) (p=0.564 —_ | - (p=0.599). ..

D /3 D 1/2 BIS B-BIS | D 1/3 D 1/2 BIS P-BIS | D 1/3 D 1/2 BIS P-BIS | D 1/3 D 1/2 BIS P-BIS

| S—]
—

95 - L0+ | ]

90 - % 0 -
8- | !
80 - L8 y
5 - o7 2
0 - 74 R
65 - .69 1
60 - 6 | W10 1
g9 -5 _
S0 - L34 17 12
A5 - 49 X
40 - 0 U
3-89 L
30~ % i1
25 - )
20 - 3
15 - 519
A0 - 1 i 1 2
05 - .09 1
00 - L0k
{=.05) - {-.01) - . .
(=.10) = (=.06) 2 1 11

12 1t

—
(¥

—~ T U ND L
o

7 3

L W O D

—_
IS O

3
, b o
210 10 |5 S
1 A T A I B _
n| 8 12 2 9|19 n 57
10 17 4 8

1

—

PO = = Lo BN D AD OO D 100D D

13 1 120 1

12

o o B o R A TR~ W, R e i = = = T — I — " N — A
(WS
£ R BN RN P WD 00 OO0 O ALY D L) e e
—
L~ee ]

F=S
—
oo
|l —
oo
PSS DD D O~ OO TN i~

P L L D

_____ Mean | 62 48 (0 35| 6k 4B T3S | S238 56 L4 | 6 36 WS4 A
T AT N s 9 B+ 0 S < 3 s B v (s < Y By 20 S s LS L I
Number of Samplec| 80 80 §080 80 80 80 8 | 8 80 80 8 | 8 80 80 80

. 13;
rRic 131 “

Full Tt Provided by ERIC.
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test score. The sampling dis<ributions are as expected: lower third students
answering the item correctly in fewer numbers than the middle and upper third
and variability as indicated by sampling theory. An exception to this state-
ment is the middie third of the students on Item 34. This group seems to be
more variable than expected. It appears that some useful information for
teachers can be obtained by displaying these proportions for each item in each

class.

Insert Table 28 here

Table 29 shows the sampling distributions of the modified caution index
for items: This index is designed to identify items exhibiting unusual re-
sponses compared to the other items in the test. Since the four items in
Table 28 are part of a large scale testing program inm which the items were
professionally review, tried-out, and selected; we would not expect high
valuss of this caution index in Table 29. This appears to be upheld.
Virtually all of the values of the caution index are below 0.55. Thus, nome

unusual in their performarnce relative to other items in the test. We recomnend
that this index be incorporated into the instructional improvement and guidance
section of an item analysis program if a microcomputer can handle it.

Insert Tabile 29 here

Table 35 shows the distributions of the frequency chi-squares, SSdi; which
test whether the upper scoring group follow a guessing pattern (i:e:; a
Gniform distribution). We expect that with SCBSAP items; upper group students

would not guess. Thus, §§Q1—vaiues shouid be large and the hypotheéses of
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Table 28: Empirical sampling distributions of the proportion of each third of a sample ansvertng an
ttem correctly.

Reading

Hathenatzcs

Crade 1

Grade 6

Grade 2

Grade 6

Tten 18
(p = 0.5

Tten 3
(p = 0,560)

CItER G
(p = 0.5¢4)

e 2l
(5 = 0.599)

lover niddie upper
13 U3 i3

toser aiddte oper
3 13 i

toser middle ipper
3 13 13

73 13 113

.95 - 1.00
90 - W9
85 - 18
80~ 84
J5- .79
0- .74
65 - .69
60 - b4
55 - .59
S50 - .54
45 = 9
A0- B
35 -3
J0-
25 - .29
20 - .2
15- 19
d0-
05- .09
0- .0

1 3
Y

1w
S
51
01
15 12
98
o3

14

)
28
1 1 B

135
2 U 1

15 18

20 2

B

14
2 21

01

1 0 10

ito% 3
313 2
n 2
55

12

3

i
1o

1 6 U

31 D

L
%ol
23

10

1

Mean
Std. Dev.
No. of Samples

16 7.0
088

255 B
Jéo2 Ll
0 8 8

055 B
Jé 18 15
0 80 80

Jb52 80
VO (I U
0 80 80

135
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Empirical sampling distributions for the modified caution index

for items.

Table 29,

Mathematics

igadiug

Grade 1

Grade 6

Grade 6

Item 18
p = 0.597)

~ Item 34
{(p = 0.560)

 Item 21
{(p = 0.599)

1.00
.94
.89
.84
.79
<74
.69
.64
.59

.49
44
.39
.34
.29
- a2
- .19

thr)

) - 14
5 - .09
) - .04

-

TRYNE I

o
W 1 \O H O\ .00 0% & & H D,

=N
HONINWLD O ONVOD LW i =

No

of Samples

[y

Lo 3]




(Items from grades 1 and 2 have 3 altérnatives and items from grade 6 have
4 alternatives: Thus; the degrees of freedom are 3 and 4, respectively.)
Thus,; from this preliminary data our original fear of a large Type II error
rate is not upheld.

Insert Table 30 here

SUMMARY

We have reviewed Fifty or so statistics in this report in relation to
their usefulness for an item analysis microcomputer program that is intended
to be appropriate for the analysis of domain-referenced classroom tests. We
took the view that the primary purposes of an item analysis of classioom tests
are to: (a) inform the teacher about the strengths and weaknesses of the
(b) inform the teacher about the items that do not seem to be Ffunctioming
well so that the teacher can rewrite or otherwise revise these items. A
secondary purpose of aclassroom item analysis program is to select items from
a pool of items (an item bank) to put on a particular test in order to improve
the utility of that test for a particular purpose:

In order to provide a context in which to review item statistics we
define three broad areas of information a teacher would need in relation
to test items:. Then we specified the particular information needs which {tem—
based information can serve under each of these three broad areas and how

these particular kinds of information cam link together testing and instructiomn.
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Table 30, Empirical sampling distribution of the chi-square statistic SSQ;
for testing whether students in the upper group responded ran-

Reading 7 Mathematics
| Grade 1 Crade 6 Grade 2 Grade 6
B Item 18 Item 34 Item 4 Item 21

95 = 100F
90 - 94
85 - 89
80 - 84
75 - 19
70 - 74
65 - 69
60 - 64
55 - 59 _ ,
pra B 3 ¥ 1
w0 4l 6 10 ¥ B
35 - 39 18 12 11 10
3 - 34 10 2 17 ¥
25 - 29 16 12 12 10
30 - 24 13 21 15 10
15 - 19 8 12 16 25
10 - 14 1 3 11 10
5 = "9 5 3 4
0= & B N

Mean 31.57 27.81 24:49 2402
std. Dev: 9.59 10.73 9.78 9.77

N 80 80 80 80
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Next we considered in relation to each specific type of information
several statistical indices which Secmed to provide the information required.

We reviewed each statistic in terms of its statistical and numerical pro-

classroom tests, its ability to be understood by teachers, and the practicality
of computing 15765 a microcomputer of the type typically found in schools:

As a result of this analysis, we prepared to each specific type of information
our recommendations in relation to each statistic. For each type of infor-
mation we classified the statistics reviews as (a) basic (to be included in
every item analysis program if at all possible), (b) recommended (useful
statistics that should be included if the microcomputer has sufficient memory

recommended éébf item aﬁaiysis microcomputer programs that are intended to
serve the purposes we outlined).

In addition to this literature review, we reported some preliminary
results of an empirical sampling study we are in the process of undertaking
statistics. The preliminary results of this empirical study indicated that
the recommendations we made we generally upheld by data from classrooms.

Further, the empirical results offered guidelines for setting rules of thumb.

bringing it to the attention of the teacher:
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